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#### Abstract

The influence of biases on the learning dynamics of a two-layer neural network, a normalized softcommittee machine, is studied for on-line gradient descent learning. Within a statistical mechanics framework, numerical studies show that the inclusion of adjustable biases dramatically alters the learning dynamics found previously. The symmetric phase that has often been predominant in the original model all but disappears for a nondegenerate bias task. The extended model furthermore exhibits a much richer dynamical behavior, e.g., attractive suboptimal symmetric phases even for realizable cases and noiseless data. [S1063-651X(98)14702-5]
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## I. INTRODUCTION

The theoretical understanding of the learning dynamics of multilayer feedforward perceptrons (MLPs) has attracted widespread interest due to their universal approximation ability [1] and their subsequent paramount use in practical applications. Until recently progress has been hampered by the inability to perform the necessary (quenched) average over the training set in order to study their performance independent of the particularities of an individual training set. A method to overcome this problem has been introduced recently in [2]. It studies on-line learning in two-layer networks with an arbitrary number of hidden units, allowing insight into the learning behavior of neural network models whose complexity is of the same order as those used in real world applications.

The on-line learning paradigm, whereby the network parameters are updated serially after the presentation of each single example, allows one to avoid the difficulties of averaging over a whole (finite) training set necessary for the more commonly studied batch learning algorithm, where all examples are used simultaneously to update the network parameters. The network model studied, in particular, the softcommittee machine [3], consists of a single hidden layer with adjustable input-hidden, but fixed hidden-output weights. The average learning dynamics of these networks are calculated in the thermodynamic limit of infinite input dimensions and in a student-teacher scenario, where a student network is presented with training examples $\left(\boldsymbol{\xi}^{\mu}, \zeta^{\mu}\right)$. The input vectors $\boldsymbol{\xi}^{\mu}$ are Gaussian random variables and the outputs $\zeta^{\mu}$ are labeled by a teacher network of the same architecture but possibly with a different number of hidden units. Although the framework allows in principle for any on-line learning algorithm to update the student parameter, gradient descent on the squared example error is studied here.

The above learning scenario is already quite similar to the problems faced in the real world, but the approach still suffers from several drawbacks. First, the analysis of the mean learning dynamics relies on the thermodynamic limit of infinite input dimension-a problem that has been addressed in [4], where finite size effects have been studied and it was shown that the thermodynamic limit is relevant in most
cases. Second, examples are not resampled, describing a scenario with an unrealistically large training set compared to most real cases, where training examples are scarce and therefore repeatedly cycled over. This problem has so far proved evasive, although the issue has been considered at least for the linear perceptron [5]. Third, the hidden-output weights are kept fixed, a constraint that has been relaxed in [6,7], where it has been shown that the learning dynamics are usually dominated by the input-hidden weights. Fourth, the biases of the hidden units are fixed to zero, a constraint that is actually more severe than fixing the hidden-output weights. One can show [8] that soft-committee machines are universal approximators provided one allows for adjustable biases in the hidden layer.

In this paper, we address the fourth limitation by studying the model of a normalized soft-committee machine with dynamic biases following the framework set out in [2]. In Sec. II the model is defined and the calculation of the differential equations governing the training evolution is derived. In Sec. III numerical studies of a few typical learning scenarios are presented to show the qualitative difference in the dynamics to the model with fixed biases, most notably the emergence of attractive suboptimal network configurations. These and their dependence on the teacher task, the influence of weight and bias initialization, and the choice of the learning rates for weights and biases will be studied in Sec. IV. We will also set our results in context to previous works on weight initialization that devised heuristic rules. In Sec. V the optimal learning rates are calculated analytically for arbitrary network size and a range of teacher tasks for the convergence phase, where the student network is close to the optimal solution. In Sec. VI we will outline possible extensions of this framework and in particular briefly assess the impact of unrealizable teacher rules. This is followed by a summary and discussion of the main results in Sec. VII.

## II. DYNAMICAL EQUATIONS

The student network considered is a normalized softcommittee machine of $K$ hidden units with adjustable biases. Each hidden unit $i$ consists of a bias $\theta_{i}$ and a weight vector $\boldsymbol{W}_{i}$, which is connected to the $N$-dimensional inputs $\boldsymbol{\xi}$. All hidden units are connected to a linear output unit with arbi-
trary but fixed gain $\gamma$ by couplings of fixed strength. The activation of any unit is normalized (by the inverse square root of the number of weight connections into the unit), allowing all weights to be of $O(1)$ magnitude, independent of the input dimension or the number of hidden units. Note that this is in contrast to most other on-line learning literature (e.g., [3]); however, this makes the necessary scaling of the learning rates more explicit and leads to more elegant results for optimal learning rates. The implemented mapping of a student with parameters $\boldsymbol{\Omega}=\left\{\boldsymbol{W}_{i}, \theta_{i}\right\}$ is therefore

$$
\begin{equation*}
\sigma(\boldsymbol{\xi} ; \boldsymbol{\Omega})=\frac{\gamma}{\sqrt{K}} \sum_{i=1}^{K} g\left(x_{i}-\theta_{i}\right) \tag{1}
\end{equation*}
$$

where $x_{i}=\boldsymbol{W}_{i} \cdot \boldsymbol{\xi} / \sqrt{N}$ is the student activation and $g()$ is a sigmoidal transfer function. Note that although the biases add only $K$ degrees of freedom to the network, their influence on the hidden unit response is still of the same order as the complete weight vector.

The map to be learned is defined by a teacher network of the same architecture except for a possible difference in the number of hidden units $M$ and is defined by the weight vectors $\boldsymbol{B}_{n}$ and biases $\varrho_{n}(n=1, \ldots, M)$. Training examples are of the form $\left(\boldsymbol{\xi}^{\mu}, \zeta^{\mu}\right)$, where the components of the input vectors $\boldsymbol{\xi}^{\mu}$ are drawn independently from a zero-mean Gaussian distribution with arbitrary variance $\sigma^{2}$ and the outputs are labeled by the teacher according to

$$
\begin{equation*}
\zeta^{\mu}=\frac{\gamma}{\sqrt{M}} \sum_{n=1}^{M} g\left(y_{n}^{\mu}-\varrho_{n}\right) \tag{2}
\end{equation*}
$$

where $y_{n}^{\mu}=\boldsymbol{B}_{n} \cdot \boldsymbol{\xi}^{\mu} / \sqrt{N}$ is the activation of teacher hidden unit $n$. Note that we will use indices $i, j, k, l$ to refer to units in the student network and $n, m$ for units in the teacher network.

In on-line learning the student parameters $\boldsymbol{\Omega}$ are modified to reduce the error the student makes on a presented single example ( $\boldsymbol{\xi}^{\mu}, \zeta^{\mu}$ ):

$$
\begin{equation*}
\boldsymbol{\epsilon}\left(\boldsymbol{\Omega}, \boldsymbol{\xi}^{\mu}\right)=\frac{1}{2}\left[\zeta^{\mu}-\sigma\left(\boldsymbol{\xi}^{\mu} ; \boldsymbol{\Omega}\right)\right]^{2} \tag{3}
\end{equation*}
$$

Gradient descent on the error (3), in this scenario commonly identified with back-propagation $[9,10]$, results in updates of the student parameters

$$
\begin{gather*}
\boldsymbol{W}_{i}^{\mu+1}-\boldsymbol{W}_{i}^{\mu}=\eta_{w} \delta_{i}^{\mu} \frac{\xi^{\mu}}{\sqrt{N}}  \tag{4a}\\
\theta_{i}^{\mu+1}-\theta_{i}^{\mu}=-\frac{\eta_{\theta}}{N} \delta_{i}^{\mu} \tag{4b}
\end{gather*}
$$

with

$$
\begin{equation*}
\delta_{i}^{\mu}=\delta^{\mu} g^{\prime}\left(x_{i}^{\mu}-\theta_{i}\right)=\left[\zeta^{\mu}-\sigma\left(\boldsymbol{\xi}^{\mu} ; \boldsymbol{\Omega}\right)\right] g^{\prime}\left(x_{i}^{\mu}-\theta_{i}\right) \tag{4c}
\end{equation*}
$$

where $g^{\prime}$ is the derivative of the activation function $g$. The two learning rates, $\eta_{w}$ for the weights and $\eta_{\theta}$ for the biases (which has been rescaled explicitly by $1 / N$ ), have to be set by the user to ensure both fast training and convergence to a minimum of the generalization error.

The above Markovian stochastic dynamics (4) are hard to solve generally since this necessitates solving a master equation for the time evolution of the weight and bias probability distributions. Usually approximations such as small learning rates must be employed [11] to make any progress.

However, one is ultimately interested mainly in the typical performance of the student network on a randomly selected input example given by the generalization error

$$
\begin{equation*}
\epsilon_{g}(\boldsymbol{\Omega})=\langle\epsilon(\boldsymbol{\Omega}, \boldsymbol{\xi})\rangle_{\xi} \tag{5}
\end{equation*}
$$

Since the dependence of the inputs enter only through the student and teacher activations $\boldsymbol{x}=\left(x_{1}, \ldots, x_{K}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{M}\right)$, the probability of $\boldsymbol{\xi}$ can be rewritten in terms of a joint probability distribution in the activations. The resulting distribution is Gaussian with zero mean as $\left\langle x_{i}\right\rangle_{\xi}=\left\langle y_{n}\right\rangle_{\xi}=0$ and a covariance matrix $\mathcal{C}$ whose components are given by the order parameters describing the overlaps between student and teacher nodes:

$$
\begin{align*}
& \left\langle x_{i} x_{j}\right\rangle_{\xi}=\frac{\sigma^{2}}{N} \boldsymbol{W}_{i} \cdot \boldsymbol{W}_{j} \equiv \sigma^{2} Q_{i j}  \tag{6a}\\
& \left\langle x_{i} y_{n}\right\rangle_{\xi}=\frac{\sigma^{2}}{N} \boldsymbol{W}_{i} \cdot \boldsymbol{B}_{n} \equiv \sigma^{2} R_{i n}  \tag{6b}\\
& \left\langle y_{n} y_{m}\right\rangle_{\xi}=\frac{\sigma^{2}}{N} \boldsymbol{B}_{n} \cdot \boldsymbol{B}_{m} \equiv \sigma^{2} T_{n m} \tag{6c}
\end{align*}
$$

Since also the weights solely enter through the activations, the generalization error must be a function of these order parameters and the biases $\theta_{i}$ and $\varrho_{n}$ only. This provides the motivation for replacing the difference equations (4) for the weights $\boldsymbol{W}_{i}$ by difference equations for $Q_{i j}$ and $R_{i n}$, which replace the $\boldsymbol{W}_{i}$ as dynamical variables, whereas the $T_{n m}$ are fixed and given by the task.

In the thermodynamic limit $(N \rightarrow \infty)$, the dynamical order parameters $Q_{i j}$ and $R_{i n}$ become self-averaging with respect to the randomness in the training data; i.e., their probability distributions become $\delta$ functions at their mean value, and it is sufficient to study their mean evolution by averaging over the input distribution or rather the joint Gaussian distribution of the activations.

Although it is known that self-averaging holds for overlap-type order parameter dynamics, this is not entirely self-evident for the bias dynamics and one anticipates that the updates of the biases have to be of $O(1 / N)$, i.e., the bias learning rate needs to be scaled by $1 / N$. This has been confirmed by extensive simulations for a number of finite system sizes $N$, which conclusively show that the bias dynamics are also self-averaging and their variances exhibit a $1 / N$ scaling behavior. For the details of the simulations we refer the reader to Sec. III. In the case of adjustable hidden-output weights, a rigorous proof (which can be extended to apply to biases) for self-averaging for $O(1 / N)$ updates is given in [7].

If one further interprets the normalized example number $\alpha=\mu / N$ as a continuous time variable, the difference equations can be conveniently rewritten as first-order coupled differential equations:

$$
\begin{gather*}
\frac{d Q_{i j}}{d \alpha}=\eta_{w}\left\langle\delta_{i} x_{j}+\delta_{j} x_{i}\right\rangle_{\xi}+\eta_{w}^{2}\left\langle\delta_{i} \delta_{j}\right\rangle_{\xi}  \tag{7a}\\
\frac{d R_{i n}}{d \alpha}=\eta_{w}\left\langle\delta_{i} y_{n}\right\rangle_{\xi},  \tag{7b}\\
\frac{d \theta_{i}}{d \alpha}=-\eta_{\theta}\left\langle\delta_{i}\right\rangle_{\xi} \tag{7c}
\end{gather*}
$$

The scaling of the bias learning rate with $1 / N$ may suggest that the dynamics of the biases and the weights are mismatched in this framework for at least some of the learning stages, leading to an optimal learning rate for the biases at infinity. This effect has already been observed in the case of adaptive hidden-output weights [7].

For dynamics on different time scales or different order of learning rates, it is natural to apply the method of adiabatic elimination [12] to the fast variables, here the hidden-output weights or biases. In this approximation, it is assumed that the fast variables driven by the large learning rates are forced to relax to an attractive fixed point of their dynamics assuming the slow variables, i.e., input-hidden weight order parameters, to be constant. This method has already been employed successfully for adaptive hidden-output weights [7], where it has been shown also that the ensuing dynamics for the order parameters are again self-averaging. One can further show [13] that adiabatic elimination for the hiddenoutput weights is not only locally optimal by minimizing the generalization error with respect to the hidden-output weights instantly but also globally optimal. In the case of adiabatic elimination of the bias dynamics, neither can be shown since the equilibrium values of the biases are calculated from a set of nonlinear equations, whereas the equilibrium of the hidden-output weights is given by a set of linear equations. Furthermore, the solution of the nonlinear set of equations does not necessarily need to be unique, a problem that can be removed by demanding that the bias dynamics should relax dynamically to an attractive solution from their previous equilibrium values. A detailed treatment would therefore go beyond the scope of this paper although we will present some results derived by this approximation where deemed appropriate.

Most integrations in Eqs. (7) can be performed analytically for the choice of the error function $g_{\nu}(x)=\operatorname{erf}(\nu x / \sqrt{2})$ as the sigmoidal transfer function, but for single Gaussian integrals remaining for $\eta_{w}^{2}$ terms and the generalization error. For the exact form of the dynamical equations and the generalization error the reader is referred to Appendix A. We only mention in passing that the variance of the input distribution $\sigma^{2}$ merely rescales the weight order parameters and the weight learning rates by $\sigma^{2}$. The sigmoidal gain $\nu$ rescales the weight order parameters and weight learning rate by $\nu^{2}$ and the biases and bias learning rate by $\nu$. The output gain $\gamma$ rescales all learning rates by $\gamma^{2}$. In the following these parameters are therefore set to one without loss of generality.

Before we will present some typical results for the training evolution by numerically integrating the differential equations (7), we would like to classify the huge variety of learning scenarios in this framework into some distinct ge-
neric tasks. In the original model with fixed biases [2], it has been found useful to classify a learning scenario according to the isotropy of its teacher weight vectors. Tasks with very similar norms of the hidden unit weight vectors exhibit a much longer training time than tasks with strongly graded norms, which can especially be attributed to the problem of symmetry breaking in the space of the student hidden units. This may be caused somewhat by the identical output distributions of the individual teacher hidden units with the same norm. Only the differences in the initial student-teacher overlaps $R_{\text {in }}$ introduced by the random initial conditions allow the student hidden units to distinguish between the teacher hidden units in this case. For graded teacher lengths, the hidden unit output distributions still have zero mean but differ in the variance and higher cumulants. In this case, asymmetric initialization of the student-student overlaps $Q_{i j}$ is sufficient to break student node symmetry.

The extra degrees of freedom introduced by the biases should have similar symmetry breaking effects. For simplicity, assume for the moment that the teacher weight vectors are isotropic. In the case that all teacher biases are degenerate $\left(\varrho_{n}=\varrho\right)$, the identical hidden unit output distributions are shifted, with means

$$
\begin{equation*}
\left\langle g\left(y_{n}-\varrho_{n}\right)\right\rangle_{\xi}=-g\left(\frac{\varrho_{n}}{\sqrt{1+T_{n n}}}\right) \tag{8}
\end{equation*}
$$

Again, one finds that only asymmetric initial conditions of the student-teacher overlaps $R_{i n}$ can break the symmetry. If, however, the teacher biases are nondegenerate, the teacher hidden unit output distributions are all different, e.g., have shifted means. In this case, asymmetric initial values of the student biases are sufficient to break the student hidden-unit symmetry. We will later see that this symmetry breaking effect is stronger than that introduced by graded teacher lengths. For graded teachers, the only obvious choice for 'degenerate" teacher biases is $\varrho_{n}=0$. For nonzero teacher biases, the mean of the output distribution will shift according to Eq. (8). The choice $\varrho_{n}=\varrho$ leads to student hidden unit symmetry breaking even for identical initial weight vectors as long as the initial student biases are not identical as well, clearly a sign of 'nondegenerate"' biases when compared to isotropic teacher weights. Two other possible scaling ansätze for "degenerate" teacher biases in the case of graded teacher lengths are

$$
\begin{gather*}
\hat{\varrho}=\frac{\varrho}{\sqrt{1+T}}  \tag{9a}\\
\check{\varrho}=\frac{\varrho}{\sqrt{T}} \tag{9b}
\end{gather*}
$$

where $\hat{\varrho}$ restores identical means of the individual teacher hidden unit output distributions, whereas $\check{\varrho}$ restores identical distances of the decision hyperplane (in the following termed abscissa) of the sigmoidal transfer function to the origin. Neither of these ansätze (or any other ansatz inspired by numerical results) seems to restore "degenerate"' teacher biases perfectly, reflecting the fact that it is impossible to preserve output distribution symmetries for nonzero means, due
to the skewed distributions induced by the nonlinearity. However, once the teacher lengths and one teacher bias is fixed, one can numerically always find a set of teacher biases that exhibit at least a very slow learning progress. Unfortunately, we have not been able to find a consistent ansatz that can predict these correctly, although they are in many cases close to the values given by the ansatz (9a). In general, we have found this ansatz more useful in most cases and we will therefore term $\hat{\varrho}$ the effective bias.

Summarizing the above argument, it makes sense to classify teacher tasks according to the following two criteria:
(i) Degree of isotropy in the teacher norms. Isotropic teacher tasks are defined by similar weight vector lengths ( $T_{n m}=T \delta_{n m}$ ), whereas graded teacher tasks feature norms with different values. These are referred to as $\mathcal{T}^{i}$ and $\mathcal{T}^{g}$, respectively.
(ii) Degree of degeneracy in the student biases. For isotropic teacher weights, degenerate teacher tasks are defined by similar biases ( $\varrho_{n}=\varrho$ ), whereas nondegenerate teacher tasks exhibit biases with distinct values. These tasks are referred to as $\mathcal{T}_{d}$ and $\mathcal{T}_{n}$, respectively.

For graded teacher weights, degenerate biases as such are only given for $\varrho_{n}=0$, although one can also find sets of nonzero biases numerically that are approximately 'degenerate.'

## III. TYPICAL EVOLUTION OF THE DYNAMICAL EQUATIONS

The differential equations can only be solved accurately in moderate times for smaller student networks ( $K \leqslant 5$ ) but any teacher size $M$ due to the required numerical integrations. For small learning rates, where $\eta_{w}^{2}$ terms can be neglected, the differential equations can be solved for any $K$. For the remainder of the paper, we would like to focus on the influence of different bias scenarios and the influence of the learning rates. We therefore restrict ourselves otherwise mainly to small realizable networks ( $K=M$ with $K=2,3$ ) and uncorrelated isotropic teacher weight vectors of arbitrary length ( $T_{n m}=T \delta_{n m}$ ).

The dynamical evolution of the overlaps $Q_{i j}, R_{i n}$ and the biases $\theta_{i}$ follows from integrating the equations of motion (7) from initial conditions determined by the (random) initialization of the student weights $\boldsymbol{W}_{i}$ and biases $\theta_{i}$. For random initialization the resulting norms $Q_{i i}$ of the student vector will be $O(1)$, while the overlaps $Q_{i j}$ between different student vectors, and student-teacher vectors $R_{i n}$ will be only $O(1 / \sqrt{N})$. A random initialization of the weights and biases can therefore be simulated by initializing the norms $Q_{i i}$, the biases $\theta_{i}$, and the normalized overlaps $\hat{Q}_{i j}=Q_{i j} / \sqrt{Q_{i i} Q_{j j}}$ and $\hat{R}_{i n}=R_{i n} / \sqrt{Q_{i i} T_{n n}}$ from uniform distributions in the $[0,1],[-1,1]$, and $\left[-10^{-12}, 10^{-12}\right]$ intervals, respectively. We find that the results of the numerical integration are sensitive to these random initial values, which has not been the case to this extent for fixed biases. To study the effect of different weight initialization, we have fixed the initial values of the student-student overlaps $Q_{i j}$ and biases $\theta_{i}$ for some of the numerical examples, as these can be manipulated freely in any learning scenario. The initial student-
teacher overlaps $R_{\text {in }}$ are always randomized as suggested above.

In our first example (Fig. 1), we demonstrate the potential influence of the adjustable biases in the learning dynamics of the soft-committee machine model, by comparing two typical realizable learning tasks $(K=M=2)$ with isotropic teacher weight vectors $\mathcal{T}^{i}\left(T_{n m}=\delta_{n m}\right)$. The student parameters denoted by $*$ represent a learning scenario in the original model, where both student and teacher lack biases, i.e., $\theta_{i}=0$ and $\varrho_{n}=0$. The other scenarios feature student networks from the extended model, i.e., with adjustable biases. They are trained by an isotropic teacher task with small nondegenerate biases $\left(\varrho_{1,2}=\mp 0.1\right)$. For both scenarios, the learning rate and the initial conditions were judiciously chosen to be $\eta_{0}=2.0, Q_{11}=0.1, Q_{22}=0.2, \quad \hat{R}_{i n}=\hat{Q}_{12}$ $=U\left[-10^{-12}, 10^{-12}\right]$ with $\theta_{1}=0.0$ and $\theta_{2}=0.5$ for the student with adjustable biases.

In both cases, the student weight vectors [Fig. 1(a)] are drawn quickly from their initial values into a suboptimal symmetric phase, characterized by the lack of specialization of the student hidden units on a particular teacher hidden unit, as can be depicted from the similar values of $R_{\text {in }}$ in Fig. 1(b). This symmetry is broken almost immediately in the learning scenario with adjustable student biases and nondegenerate teacher biases. The student converges quickly to the optimal solution, characterized by the evolution of the overlap matrices $\mathbf{Q}, \mathbf{R}$ and biases $\boldsymbol{\theta}$ [see Fig. 1(c)] to their optimal values $\mathbf{T}$ and $\varrho$ (up to the permutation symmetry due to the arbitrary labeling of the student nodes). Likewise, the generalization error $\epsilon_{g}$ decays to zero in Fig. 1(d). The student with fixed biases is trapped for most of its training time in the symmetric phase before it converges eventually.

Before analyzing the differences between the original soft-committee and the extended model further, we would like to briefly assess the influence of finite input dimension $N$ on the dynamics, especially in order to confirm that the dynamic variables are self-averaging. In Fig. 1 we therefore also compare the theoretical evolution of the overlaps, the biases, and the generalization error with the simulation results for input dimensions $N=10, \ldots, 500$, for the above student and teacher scenario with adjustable biases. The initialization for the simulations is identical to the theory for the student norms and biases, but the overlaps were scaled appropriately with input dimension $\left(\hat{R}_{i n}=\hat{Q}_{12}\right.$ $\left.=U\left[-N^{-1 / 2}, N^{-1 / 2}\right]\right)$.

Since the learning trajectory for finite $N$ is stochastic, there is a probability for a student node permutation in the specialization process leading to multimodal probability distributions of the dynamic variables. To be able to calculate meaningful mean trajectories and variances, student nodes were therefore relabeled a posteriori. However, this permutation probability decreases in the simulations with $1 / N^{3}$, leading to a well defined deterministic behavior in the thermodynamic limit, i.e., the probability distributions of the dynamic variables become asymptotically unimodal. The resulting mean trajectories of the dynamic variables are shown for two input dimensions ( $N=10,100$ ) in Figs. 1(a) $-1(\mathrm{c})$, where some of the order parameters $\left(Q_{22}, R_{22}\right.$, and $\left.R_{21}\right)$ were omitted as they have very similar values to others ( $Q_{11}, R_{11}$, and $R_{12}$ ) due to the symmetry in the learned task.


FIG. 1. The dynamical evolution of (a) the student-student overlaps $Q_{i j}$ and (b) the student-teacher overlaps $R_{i n}$ as a function of the normalized example number $\alpha$ is compared for two student-teacher scenarios. One student network (denoted by *) has fixed zero biases and is trained using examples generated by a biasless teacher network. Other student networks have adjustable biases and are learning to imitate a teacher task with nonzero biases. The influence of the symmetry in the initialization of the biases on the dynamics is shown for (c) the student biases $\theta_{i}$ and (d) the generalization error $\boldsymbol{\epsilon}_{g}$. The initial value of $\theta_{1}=0$ is kept for all runs, but $\theta_{2}$ varies and is given in brackets in the legends. Finite-size simulations for input dimensions $N=10, \ldots, 500$ show that the dynamical variables are self-averaging. For all order parameters and the biases the mean trajectories for $N=10$ and $N=100$ are shown for the relevant order parameters \{see the legends, for biases: $\left.\theta_{1}[N=10(\bigcirc), N=100(\diamond)] ; \theta_{2}[N=10(\triangle), N=100(\square)]\right\}$. For the generalization error we show the results for $N=200$ and $N=500$ for comparison.

The size of the symbols is only a guide to the eye, but is generally much larger than the standard deviation in the mean. Even for the smallest input dimension of $N=10$, the agreement of the simulations with the theoretical predictions is qualitatively good but the trajectories exhibit a systematic shift to smaller $\alpha$ values. For $N=100$ the finite size effects on the mean trajectory are already very small. For comparison, the simulated values of the generalization error in Fig. 1(d) for larger input dimensions ( $N=200,500$ ) are already virtually indistinguishable from the theoretical predictions. In general, one finds that the deviations of the mean from their thermodynamic predictions and the variances of the dynamical fluctuations scale with $1 / N$ as expected [4].

One of the most striking differences between the softcommittee machine with and without biases is the length of the symmetric phase for nondegenerate teacher biases. That the training speed can be closely linked to existent or broken symmetries in either the underlying teacher rule and/or the input distribution has already been observed in much simpler systems such as perceptrons and a variety of learning scenarios: supervised and unsupervised learning or batch and on-line learning (see, e.g., [14-17]). In the soft-committee machine the length of the symmetric phase has also been shown to be reduced significantly for graded teachers [2].

However, for isotropic teacher scenarios, the symmetric phase dominates the overall training time of the model with
fixed biases in backpropagation training even for an optimized learning rate $[18,19]$, as the training time grows linearly with more than $K^{2}$ in the symmetric phase and only with $K$ in the convergence phase. For small learning rates the trapping time is furthermore linearly extended with $\eta_{0}$. The influence of the initial conditions is only logarithmic through the differences in the initial student-teacher overlaps $R_{\text {in }}$ [20], which are typically of $O(1 / \sqrt{N})$ and cannot be influenced in real scenarios without a priori knowledge. The initialization of the biases, however, can be controlled by the user and its influence on the learning dynamics is shown in Figs. 1(c) and 1(d) for the biases and the generalization error, respectively. For initially identical biases ( $\theta_{1}=\theta_{2}=0$ ), the evolution of the order parameters and hence the generalization error is almost indistinguishable from the fixed biases case. A breaking of this symmetry leads to a decrease of the symmetric phase linear in $\ln \left(\left|\theta_{1}-\theta_{2}\right|\right)$ until it has all but disappeared. The dynamics are again slowed down for very large initialization of the biases [see Fig. 1(d)], where the biases have to be modified significantly before reaching their optimal values.

The influence of bias dynamics in the case of degenerate teacher biases is demonstrated in Fig. 2; here we show the evolution of the overlaps, the biases, and the generalization error from random initial conditions for $K=3$ and a common


FIG. 2. The dynamical evolution of the student-student overlaps $Q_{i j}$ (a), the student-teacher overlaps $R_{i n}$ (b), the student biases $\theta_{i}$ (c), and the generalization error $\epsilon_{g}(\mathrm{~d})$ as a function of the normalized example number $\alpha$ is shown for a realizable scenario $K=M=3$ and $\eta_{0}=\eta_{\theta}=\eta_{w}=2$. The teacher tasks $\mathcal{T}_{d}^{i}$ large degree of symmetry $\left(T_{n m}=\delta_{n m}\right.$ and $\varrho_{n}=1$ ) is responsible for the very slow specialization process that takes place in two identifiable stages. Training time is shortened considerably when the teacher vector isotropy or bias degeneracy is broken.
learning rate $\left(\eta_{0}=\eta_{\theta}=\eta_{w}=2\right)$ for a realizable task ( $M=3$ ) with isotropic weight vectors ( $T_{n m}=\delta_{n m}$ ) and degenerate but nonzero biases $\left(\varrho_{n}=1\right)$. As before the student-student overlaps [Fig. 2(a)] are quickly drawn into a symmetric subspace, characterized by similar overlaps $R_{\text {in }}$ [Fig. 2(b)] between each student node and all teacher nodes. The student biases [Fig. 2(c)] take values that are symmetrically grouped around the true degenerate teacher biases. The breaking of the symmetry occurs in two stages. First, the third hidden unit, whose single student bias is located closest to the true bias value, begins to specialize on the third teacher unit. The other two student units decorrelate from the third and its associated teacher unit, but remain strongly correlated with each other and the two other teacher units. The two biases keep their symmetry around the true teacher bias value. These symmetries are eventually also broken and the student finally converges to the optimal solution. Although the evolution is therefore still characterized by three learning stages, transient to the symmetric phase, breaking of the symmetry, and final convergence, similar to the evolution of the model with fixed biases, the extra degrees of freedom introduced by the biases enrich the dynamical evolution considerably.

To contrast the training behavior in this very symmetric task $\mathcal{T}_{d}^{i}$ with the three other generic tasks that exhibit less symmetry, we introduce small deviations from the original symmetry by choosing $T_{n m}=(1+0.1 n) \delta_{n m}$ instead of $T_{n m}=\delta_{n m}$ for teacher overlaps and/or $\varrho_{n}=0.8+0.1 n$ instead of $\varrho_{n}=1$ for the biases. These deviations have a dramatic effect on the evolution of the generalization error in Fig.

2(d). The task $\mathcal{T}_{d}^{i}$ has by far the slowest training behavior, with the sequential specialization process already described above for the order parameters. This is followed by the approximation to the task $\mathcal{T}_{d}^{g}$, which also features a sequential breaking of the symmetry but on a much shorter time scale. The fastest training times are exhibited for tasks $\mathcal{T}_{n}^{g}$ and $\mathcal{T}_{n}^{i}$ with no measurable speed up for the graded task, suggesting that nondegenerate biases affect the breaking of node symmetry more significantly than graded weight vectors. The strong symmetry breaking effect of the biases is arguably due to a steep minimum in the generalization error surface along the direction of the biases caused by the shift of the means of the individual hidden unit output distributions. This picture can be confirmed by the fact that the trajectories of the biases do not cross, i.e., the rank ordering according to the value of the bias is preserved at all times, whereas the ordering according to the norms is not. We have found this to be true for a range of other learning scenarios studied, including larger networks and more strongly graded teachers, provided that the biases were not initialized highly symmetrically. This seems to promote initialization schemes where the biases of the student hidden units are spread evenly across the input domain as has been suggested previously on a heuristic basis [21].

For the cases of degenerate teacher biases, the grouping of student biases found above is typical for all cases studied. For an even number of degenerate teacher biases, the student units combine in pairs. Each pair is characterized by its two


FIG. 3. The dynamical evolution of the biases $\theta_{i}$ for a student imitating an isotropic teacher with zero biases reveals symmetric dynamics for $\theta_{1}$ and $\theta_{2}$. The student was randomly initialized identically for the different runs, but for a change in the range of the random initialization of the biases $(U[-b, b])$, with the value of $b$ given in the legend. Above a critical value of $b$ the student remains trapped in a suboptimal phase.
biases having the same distance to the true teacher bias value with opposite sign and by its weight vectors being highly correlated. For an odd degeneracy, as above, the behavior is similar but for a single remaining student bias, which is stabilized around the true teacher bias value. The breaking of the symmetries in these cases can take a lot longer than for fixed biases and can be extremely complicated. It is often broken in stages as in the example given above, but can also occur simultaneously. We also find a strong influence of the training outcome on the initial conditions and the learning rate chosen, in some cases not all symmetries are broken and the student remains trapped in a suboptimal configuration, i.e., some of the symmetric fixed points are attractive.

To illustrate this point, the dynamics of the student biases $\theta_{i}$ are shown in Fig. 3 for $K=M=2, \eta_{0}=1$ and random initial conditions, and an isotropic teacher with degenerate biases $\left(\varrho_{n}=0\right)$. The student was initialized identically for the different runs (i.e., the same seed was used for the random number generator), but for a change in the range of the random initialization of the biases $(U[-b, b])$. We find that the student progress is inversely related to the magnitude of the bias initialization until a critical value of $b$ is reached, where the student fails to converge at all. It remains in a suboptimal phase characterized by biases of the same large magnitude but opposite sign and highly positively correlated weight vectors that have identical overlap with all respective teacher vectors. This behavior may be explained by the fact that the generalization error decreases with increasing magnitude of the symmetric bias arrangement in the symmetric phase, suggesting the possibility of a local minimum in the generalization error surface. This may cause the dynamic competition between the specialization process of the student hidden units and the increase in magnitude of the biases observed in Fig. 3, where the basin of attraction is determined by the initial conditions and the learning rates. Fastest convergence for this scenario is achieved for $b=0$ and a reasonable bias initialization strategy seems therefore almost opposite to the above case of nondegenerate teacher biases.

In order to devise an initialization strategy that can cope well with all learning scenarios, we explore the influence of
the initial conditions and the learning rate on the learning process more systematically in the following section.

## IV. ATTRACTIVE FIXED POINTS

Although attractive symmetric fixed points have been found also for the soft-committee machine model with fixed biases [20], these needed careful preparation of the initial conditions and were restricted to overrealizable cases. In the case of adaptive biases, one finds a multitude of attractive suboptimal fixed points for realizable cases with, in some cases, large basins of attraction. They exist not only in cases where both teacher weight vectors are isotropic and the biases degenerate but also for graded teachers and nondegenerate biases, although in these cases, the basins of attraction tend to shrink with increasing task asymmetry. In real world problems, the problem of poor local minima and the influence of the initial conditions on these is well known for backpropagation training. One can find numerous examples in the literature (e.g., $[22,23]$ ) that produce training error dynamics that look very similar to the evolution of the generalization error found in this work.

Subsequently, many algorithms (see, e.g., [24] and references therein) have been proposed that aim at finding good initial conditions. However, we are aware only of two [21,22], which do not rely on information extracted from an a priori known training set and are therefore the only ones applicable in the framework studied. Below, we will therefore try to gain a qualitative understanding of how the initial conditions and the learning rates can be chosen to avoid becoming attracted to suboptimal network solutions. Our findings are then compared to the heuristically based suggestions in $[21,22]$.

Due to the quadratic increase in the number of dynamic variables with the system size $K$, we restrict ourselves to the smallest network size $K=2$, although we have verified the validity of the drawn conclusions for larger networks. In particular, three elements that influence the size of the basin of attraction for given initial conditions were investigated: the task asymmetry (in terms of the teacher lengths and biases), the initial conditions, and the learning rates.

Since the initialization space and hence the basins of attraction are still of high dimensionality, we have restricted ourselves to one-dimensional slices in one of the biases, $\theta_{2}$, parametrized by a further variable. The remaining variables of the student were chosen to be $\eta_{\theta}=\eta_{w}=2.0, Q_{11}=0.1$, $Q_{22}=0.2, \theta_{1}=0.0$, and $\hat{R}_{\text {in }}=\hat{Q}_{12}=U\left[-10^{-12}, 10^{-12}\right]$ (with a fixed random seed). The teacher task was usually chosen to be of the form $\mathcal{T}_{n}^{i}$ with $T_{n m}=\delta_{n m}$ and $\varrho_{n}=0$, if not otherwise stated. The convergence time $\alpha_{c}$ was defined as the example number at which the generalization error has decayed to a small value, here judiciously chosen to be $10^{-8}$ requiring the student to have broken the symmetries in weight space successfully. The convergence time diverges in the case that the student is attracted to a suboptimal fixed point.

## A. Task asymmetry

In Figs. 4-6 we compare the influence of the initialization of $\theta_{2}$ on the convergence time $\alpha_{c}$ and the resulting basin of


FIG. 4. The convergence time $\alpha_{c}\left(\theta_{2}\right)$ (see the text) is shown for several values of the common teacher bias for the degenerate teacher bias task $\mathcal{T}_{d}^{i}\left(\varrho_{n}=\varrho\right) . \alpha_{c}$ diverges for large enough initial magnitude of $\theta_{2}$ for all values of $\varrho$ (see the legend). For increasing $\varrho$ the basin of attraction to the optimal solution becomes asymmetric and larger.
attraction for three different teacher tasks of the form $\mathcal{T}_{d}^{i}, \mathcal{T}_{n}^{i}$ and $\mathcal{T}_{d}^{g}$, where some sort of asymmetry was applied gradually to the original teacher task $\left(T_{n m}=\delta_{n m}\right.$ and $\left.\varrho_{n}=0\right)$.

In the case of degenerate teacher biases $\mathcal{T}_{d}^{i}$ (Fig. 4) for which the biases were chosen to be $\varrho_{n}=\varrho$, the convergence time diverges beyond some critical absolute values $\theta_{c}^{ \pm}$of $\theta_{2}$ and the basin of attraction to the optimal solution is restricted to $-\theta_{\text {crit }}^{-}<\theta_{2}<\theta_{\text {crit }}^{+}$. For small $\varrho$ this basin is symmetric $\left(\theta_{\text {crit }}^{-}=\theta_{\text {crit }}^{+}\right)$and almost constant in size, whereas for large $\varrho$, the basin is skewed and increases in size. The fastest convergence is always achieved for $\theta_{2}=\theta_{1}=0$, i.e., when the teacher task degeneracy is reflected in the bias initialization. This effect becomes increasingly more pronounced for larger teacher bias values $\varrho$, which also generally show shorter convergence times. This effect may be explained by the fact that for small $\varrho$ most examples are drawn from the region where the sigmoidal transfer function is linear, making the symmetry breaking process more difficult.

This behavior is to be contrasted to the case of nondegenerate teacher bias tasks $\mathcal{T}_{n}^{i}$ characterized by $\varrho_{n}= \pm \varrho$ shown in Fig. 5. Here, one finds that the basin of attraction to the optimal solution already increases substantially for very small values of $\varrho$, although we still find that the student is drawn into a suboptimal solution for large enough initial $\theta_{2}$. However, above a certain value in the teacher bias asymmetry $\varrho_{\text {crit }} \approx 0.174$, the suboptimal solution ceases to be an attractive fixed point, although the dynamics can still be slowed down considerably due to the influence of the symmetric fixed point. Above $\varrho_{\text {crit }}$ and very large initial values $\theta_{2}$, one finds that the convergence time increases exponentionally with $\theta_{2}$, arguably due to the fact that the student hidden unit is initially highly saturated and the gradient decreases exponentionally.

We further find that the basin of attraction is always perfectly symmetric, unlike in the degenerate case since the hidden unit symmetry is broken by the biases and not the weights. This also explains the sharp peak in the convergence time for initial values around $\theta_{2}=0$ with


FIG. 5. The convergence time $\alpha_{c}\left(\theta_{2}\right)$ is shown in terms of the asymmetry in the teacher biases $\mathcal{T}_{d}^{i}\left(\varrho_{n}= \pm \varrho\right)$. These tasks also exhibit an attractive suboptimal fixed point for small $\varrho$, but with a smaller basin of attraction. Above a critical value the suboptimal fixed point becomes unstable although it still can influence the learning process considerably. For very large initial values $\theta_{2}$ (and large enough $\varrho$ ), the learning process is slowed down exponentionally, but the student is still able to converge to the optimal solution eventually.

$$
\begin{equation*}
\alpha_{c}\left(\theta_{2}^{\prime}\right)-\alpha_{c}\left(\theta_{2}\right) \propto \ln \left(\frac{\left|\theta_{2}\right|}{\left|\theta_{2}^{\prime}\right|}\right) \tag{10}
\end{equation*}
$$

for small initial values $\theta_{2}^{\prime}$ and $\theta_{2}$, as already shown in Fig. 1(d). Equation (10) holds exactly in the limit $\theta_{2} \rightarrow 0$ only for $R_{i n}=0$, in which case the convergence time diverges as only the biases can break the symmetry. Otherwise, the convergence time is affected by the specialization process triggered by the asymmetric initial conditions in $R_{i n}$. This is also true for the other laws [Eqs. (11) and (12)] found below.

Similarly, the shortest possible convergence time decreases initially with increasing task asymmetry according to

$$
\begin{equation*}
\alpha_{c}^{\mathrm{opt}}\left(\varrho^{\prime}\right)-\alpha_{c}^{\mathrm{opt}}(\varrho) \propto \ln \left(\frac{\varrho}{\varrho^{\prime}}\right), \tag{11}
\end{equation*}
$$



FIG. 6. The convergence time $\alpha_{c}$ is shown as a function of difference in the teacher lengths $\delta T=T_{22}-T_{11}$ (see the legend). $\alpha_{c}$ is also reduced as for the asymmetric bias case (Fig. 5), but the basin of attraction does not grow as significantly for the tasks $\mathcal{T}_{d}^{g}$.


FIG. 7. The basin of attraction for initial $\theta_{2}$, shown for several values of $\theta_{1}$, depends almost solely on the difference $\theta_{2}-\theta_{1}$.
and the minimum becomes sharper in terms of $\theta_{2}$ for large $\varrho$. This minimum defines the optimal initial value $\theta_{2}^{\mathrm{opt}}(\varrho)$, which increases as expected with increasing $\varrho$, but is always considerably larger than $\varrho$. This effect is especially remarkable when taking the initial student norm into account, comparing the actual effective bias or alternatively the abscissa of the hidden units (i.e., $\varrho / \sqrt{1+T}$ and $\theta_{2} / \sqrt{1+Q_{22}}$ or $\varrho / \sqrt{T}$ and $\left.\theta_{2} / \sqrt{Q_{22}}\right)$.

The graded teacher task $\mathcal{T}_{d}^{g}$ also speeds up the breaking of hidden unit symmetry as shown in Fig. 6 and reduces the optimal convergence time $\alpha_{c}^{\text {opt }}$ substantially. The difference in convergence time due to a small task asymmetry is given in terms of the teacher length difference $\delta T=T_{22}-T_{11}$ by

$$
\begin{equation*}
\alpha_{c}^{\mathrm{opt}}\left(\delta T^{\prime}\right)-\alpha_{c}^{\mathrm{opt}}(\delta T) \propto \ln \left(\frac{\delta T}{\delta T^{\prime}}\right) . \tag{12}
\end{equation*}
$$

The total reduction in $\alpha_{c}$ for a given asymmetry is smaller when compared to $\mathcal{T}_{n}^{i}$. This confirms the observation made in Sec. III that the biases have a stronger symmetry breaking effect than the weights. This is also mirrored in the basin of attraction increase, which is not as substantial as in the case of asymmetric biases, and the critical bias $\theta_{\text {crit }}$ follows approximately $\theta_{\text {crit }}(\delta T)-\theta_{\text {crit }}(0) \propto \delta T^{0.141(3)}$.

We have found qualitatively similar results for larger networks, where the basin of attraction to the optimal solution also grows with the teacher task asymmetry. However, one also finds that the range of initial conditions attracted to the optimal solution shrinks with network size for a given teacher task asymmetry (e.g., $\varrho_{n}-\varrho_{n-1}=0.1$ ) and the number of suboptimal attractive fixed points grows significantly. We have found this to be true especially where the asymmetry is purely in the weight vectors.

## B. The initial conditions

Since the largest basin of attraction to the suboptimal fixed point is found for learning scenarios with degenerate teacher biases, we will investigate the influence of the other initial conditions and the learning rates for the task $T_{n m}=\delta_{n m}$ and $\varrho_{n}=0$.

In Fig. 7 it is shown that the influence of the initialization of the first bias $\theta_{1}$ consists almost exclusively of a linear shift in the range of initial $\theta_{2}$ values that lead to convergence


FIG. 8. The basin of attraction for initial $\theta_{2}$ shown for several magnification factors $M$ of the initial student-student overlaps $Q_{i j}$ (see the legend) increases with the size of these initial values.
of the training. In particular, we find that the results become invariant under the transformation $\theta_{2}^{\prime}=\theta_{2}-0.9745(9) \times \theta_{1}$, i.e., the basin of attraction depends almost solely on the difference $\theta_{2}-\theta_{1}$. This is somewhat surprising since one may have assumed that the basin of attraction should depend on the individual abscissas or the effective biases of the student.

In Fig. 8 the basin of attraction for different initial student lengths is shown. All the initial student-student overlaps were magnified from their original values [25] by factors $M$ given in the legend. The influence of the student lengths is clearly twofold. First, the basin of attraction in $\theta_{2}$ grows approximately with $0.068(5)+0.331(6) \times M^{0.445(8)}$, making the training process less sensitive to the initial bias values. However, this growth translates into a decrease of the critical abscissa since $Q$ grows with $M$, which could be interpreted as another sign that the raw initial values are the crucial parameters and not the abscissas. Second, the optimal convergence time is slowed down slightly for increasing $M$ and one finds approximately $\alpha_{c}^{\mathrm{opt}}=643(1)+12(1) \times M^{0.34(3)}$.

Similarly, in Fig. 9, we assess the influence of finite size effects on the basin of attraction through the typical initial normalized student-teacher overlaps $\hat{r}=O(1 / \sqrt{N})$ (ignoring other stochastic finite size effects). As predicted in [20], the


FIG. 9. Although the basin of attraction for initial $\theta_{2}$ grows with the range of initial student-teacher overlaps $\hat{r}$ (for values see the legend) the dynamics still get trapped in a suboptimal configuration for large enough $\theta_{2}$. Since $\hat{r} \sim 1 / \sqrt{N}$, this gives some indication of how finite size systems may behave.


FIG. 10. The normalized convergence time $\widehat{\alpha_{c}} \equiv \eta_{0} \alpha_{c}$ is shown as a function of the initialization of $\theta_{2}$ for various learning rates $\eta_{0}$ (see the legend, $\eta_{0}^{2}=0$ represents the dynamics neglecting $\eta_{0}^{2}$ terms).
optimal convergence time is reduced linearly in $\ln (\hat{r})$ $\left[\alpha_{c}=187.70(7)-16.923(4) \times \ln (\hat{r})\right]$. More relevant for the purpose of this work is the increase in the basin of attraction to the optimal solution with the critical initial bias $\theta_{\text {crit }}=0.370(1)+0.507(5) \times \hat{r}^{0.103(1)}$.

The results found for $K=2$ again carry over qualitatively to larger networks with the decrease in the basin of attraction with network size as already mentioned in Sec. IV A. Especially interesting in this respect is that, even for $K=2$, the maximal initial abscissas that guarantee convergence for the case of degenerate teacher biases are generally smaller than the size of the input domain, a tendency that becomes more emphasized for larger networks. These results therefore contradict heuristics presented in [21], where it has been suggested to spread the abscissas across the input domain. In [21], it also has been assumed implicitly that the abscissas are the relevant quantities, whereas our work indicates that the raw bias values are more important in determining the basin of attraction.

## C. The learning rates

Beside the initial conditions and the teacher task to be learned, the learning rates used also strongly influence the learning process. In Fig. 10 the convergence time as a function of $\theta_{2}$ is shown for a range of common learning rates $\eta_{0}$. For convenience, the convergence time has been normalized with $1 / \eta_{0}$. One finds that the convergence time diverges for all learning rates, above a critical initial value of $\theta_{2}$. For increasing learning rates, this transition first becomes sharper and occurs at smaller $\theta_{2}$ until the learning rate is reached that provides the fastest convergence to the optimal solution for small $\theta_{2}$, beyond which the basin of attraction widens again.

The increase of the basin of attraction has been postulated in [22], however, the functional relationship given ( $\eta_{0}<Q_{i i}+\theta_{i}^{2}$ ) cannot be supported by our findings. It is not only quantitatively incorrect, it also fails to predict a finite boundary for an infinitesimal small learning rate. This work further does not account for interaction between the hidden units and the different roles of weights and biases in determining the basin of attraction (see Sec. IV B).

In Figs. 11 and 12 it is shown that it can be beneficial to


FIG. 11. The normalized convergence time as a function of $\theta_{2}$ is shown for various weight learning rates $\eta_{w}$ (see the legend) with the bias learning rate fixed at $\eta_{\theta}=2$. For very small weight learning rate the basin of attraction increases quickly (for $\eta_{w}=0.1$ the training diverges for $\theta_{\text {crit }}=5.415$ ).
separate the weight and bias learning rates. In Fig. 11 the normalized convergence time $\widehat{\alpha_{\mathrm{c}}}\left(\theta_{2}\right)$ is plotted for fixed bias learning rate $\left(\eta_{\theta}=2\right)$ but allowing for variations in the weight learning rate $\eta_{w}$. One can readily see that the basin of attraction increases when the weight and bias learning rates are well separated. This advantage, however, is relative as a very small weight learning rate increases the convergence time linearly.

Similarly in Fig. 12, the convergence time $\alpha_{c}\left(\theta_{2}\right)$ is shown for fixed weight learning rate $\left(\eta_{w}=2\right)$ but variable bias learning rate $\eta_{\theta}$. Again, the basin of attraction is clearly enlarged when separating the time scale for the training of biases and weights. Whereas training is slowed down for small bias learning rates, this is not the case for large $\eta_{\theta}$ where the basin of attraction increases to very large values. It is therefore more reasonable to achieve the desirable separation of the learning rates by choosing a large bias learning rate. In fact, a maximal bias learning rate does not exist in this scenario, suggesting a possible different scaling. It further poses the question of whether in this case the basin of


FIG. 12. The convergence time $\alpha_{c}\left(\theta_{2}\right)$ is plotted for various bias learning rates $\eta_{\theta}$ (see the legend) with the weight learning rate fixed at $\eta_{w}=2$. For very large bias learning rate the basin of attraction extends to very large values, e.g., to $\theta_{\text {crit }}=5.735$ for $\eta_{\theta}=60$, although the training is still eventually slowed down exponentionally for very large initial values of $\theta_{2}$.
attraction encompasses the whole space of initial conditions.
Unfortunately, a closer inspection using larger networks and other learning tasks reveals several limitations of large bias learning rates and adiabatic elimination. First of all, the use of adiabatic elimination for very small $\alpha$ leads to extremely large initial equilibrium values of opposing signs for the biases, effectively canceling the outputs of pairs of hidden units. This effect can be attributed to the initial lack of information about the teacher, reflected by the inherently small values of the student-teacher overlaps $R_{\text {in }}$ favoring the hidden units to be switched off effectively. Consequently, the progress of the student weights is inhibited to such an extent that training does not converge in finite time for all practical purposes [26]. Similarly, very large but finite bias learning rates also slow down the training time due to the biases blowing up in the very early stages of learning. It is therefore necessary to restrict the bias learning rate for very small $\alpha$, i.e., for the initial transient, to a finite value. It is unclear whether this is also a problem for finite size systems where adiabatic elimination corresponds to a bias learning rate of $O(1)$ instead of $O(1 / N)$.

Even when adiabatic elimination or a very large bias learning rate is only triggered once training has reached the stable symmetric plateau, their usefulness in terms of basin of attraction enlargement is, in general, not pronounced for larger networks. In fact, using large bias learning rates can actually decrease the basin of attraction to the optimal network parameters especially in degenerate bias tasks with isotropic weight vectors, e.g., training with a bias learning rate above $\eta_{\theta}=3$ in the learning scenario of Fig. 2 converges to a suboptimal fixed point.

However, once all hidden unit symmetries have been broken, adiabatic elimination or a very large bias learning rate can be employed in all circumstances and generally results in slightly faster training when compared to using a finite learning rate. This will be investigated analytically in more detail in the following section.

## V. ANALYSIS OF THE CONVERGENCE PHASE

For the soft-committee machine model with fixed zero biases, realizable learning scenario $(K=M)$, and isotropic teachers $\left(T_{n m}=T \delta_{n m}\right)$, the order parameter space could be very well characterized throughout the learning process by similar diagonal and off-diagonal elements of the overlap matrices $\mathbf{Q}$ and $\mathbf{R}$, simplifying the linear analysis around the symmetric and zero generalization error fixed points [18] considerably since the number of dynamic variables could be reduced to four.

For the model with dynamic biases this dimensionality reduction for the equivalent teacher task with isotropic weights and degenerate biases is in general not a good approximation as can be clearly seen in Fig. 2. However, if the student biases are initialized quite symmetrically, we find the ansatz

$$
\begin{gather*}
Q_{i j}=Q \delta_{i j}+C\left(1-\delta_{i j}\right),  \tag{13a}\\
R_{i n}=R \delta_{i n}+S\left(1-\delta_{i n}\right),  \tag{13b}\\
\theta_{i}=\theta \tag{13c}
\end{gather*}
$$

to be justified for the student-student overlaps (apart from a relabeling of the student nodes), student-teacher overlaps, and the student biases in the convergence phase.

The reduction of the number of order parameters from $O\left(K^{2}\right)$ to just five allows us to analyze the learning dynamics in the convergence phase as a function of the network size $K$, the length of the teacher hidden units $T$, the size of the teacher biases $\varrho$, and the user adjustable learning rates $\eta_{0}$ and $\eta_{\theta}$.

## A. The eigenvalue spectrum

In order to predict the optimal learning rates for the convergence phase, we linearize the equations of motion (A4) in $\{R, Q, C, S, \theta\}$ around the zero generalization error fixed point $R^{*}=Q^{*}=T, S^{*}=C^{*}=0$, and $\theta^{*}=\varrho$ (see Appendix $B)$. The matrix $\mathbf{M}$ of the resulting system of five coupled linear differential equations in $r=T-R, q=T-Q, s=S$, $c=C$, and $\vartheta=\varrho-\theta$ has two sets of eigenvalues.

Two eigenvalues ( $\lambda_{1,2}$ ) are the solutions to a quadratic equation (B3) consisting of the same matrix elements of $\mathbf{M}$ as in the fixed bias case and are therefore independent of the bias learning rate $\eta_{\theta}$. These eigenvalues are nonlinear in the learning rate $\eta_{w}$ and $\lambda_{1}$ becomes positive for large enough $\eta_{w}$. The other three eigenvalues $\left(\lambda_{3,4,5}\right)$ are the solution to a cubic equation (B4). These eigenvalues depend on both learning rates and are negative for all values of $\eta_{w}$ and $\eta_{\theta}$. These eigenvalues are minimized with respect to $\eta_{\theta}$ in the limit $\eta_{\theta} \rightarrow \infty$, i.e., the optimal bias learning rate in the convergence phase is at infinity (for a more detailed discussion see Appendix B). Below, we will therefore restrict ourselves to the study of two learning rate parametrizations: a common learning rate $\eta_{0}=\eta_{w}=\eta_{\theta}$ or the weight learning rate $\eta_{w}$ with the bias learning rate $\eta_{\theta}$ eliminated by taking the limit $\eta_{\theta} \rightarrow \infty$. We will adopt the convention to use a generic learning rate $\eta$ and eigenvalues $\lambda$ whenever a statement is applicable for both parametrizations, whereas parametrization dependent symbols denoted by superscripts or subscripts are used otherwise.

The behavior of the eigenvalues described above is graphically illustrated for both learning rate parametrizations in Fig. 13(a) for $K=5, T=1$, and $\varrho=1$. Within these parametrizations, the eigenvalues $\lambda_{3,4,(5)}$ are linear in $\eta$, whereas $\lambda_{1,2}$ have higher orders in $\eta$. $\lambda_{1,2}$ are identical for both parametrizations since they are functions of $\eta_{w}$ only, whereas the slopes of $\lambda_{3,4}$ are clearly minimized for the parametrization $\eta_{\theta} \rightarrow \infty$ ( $\lambda_{5}^{w}$ is omitted since $\lambda_{5} \rightarrow-\infty$ for $\eta_{\theta}$ $\rightarrow \infty)$. One can further distinguish between two slow modes associated with eigenvalues $\lambda_{1}$ and $\lambda_{3}$ and three fast modes associated with eigenvalues $\lambda_{2}$ and $\lambda_{4,5}$, which are negative for all learning rates and whose magnitude is significantly larger in the region of interesting $\eta$. The fast modes decay quickly and their influence on the long-time dynamics is negligible. The dependence of the two relevant eigenvalues $\lambda_{1}$ and $\lambda_{3}$ on $\eta$ is more closely illustrated in Fig. 13(b) in the same learning scenario. As mentioned, the eigenvalue $\lambda_{3}$ is negative and linear in $\eta$, whereas the eigenvalue $\lambda_{1}$ is a nonlinear function of $\eta$ and negative for small $\eta$. For large $\eta, \lambda_{1}$ becomes positive and training does not converge to the optimal solution defining the maximum learning rate $\eta_{\max }$ as


FIG. 13. (a) The eigenvalues $\lambda_{i}^{0}$ and $\lambda_{i}^{w}$ are shown as a function of the applicable learning rate $\eta$ for $K=5, T=1$, and $\varrho=1$ for the cases $\eta_{\theta}=\eta_{w}=\eta_{0}$ and $\eta_{\theta} \rightarrow \infty$, respectively. (b) The two relevant eigenvalues (see the text) $\lambda_{1}$ and $\lambda_{3}$ are magnified for the same scenario. For comparison we plot $2 \lambda_{3}$ and find that the optimal learning rate $\eta^{\mathrm{opt}}$ is given by the minimum of $\lambda_{1}$ for $\eta_{\theta} \rightarrow \infty$ but by the root of $\lambda_{1}-2 \lambda_{3}$ for $\eta_{\theta}=\eta_{w}$.
$\lambda_{1}\left(\eta_{\max }\right)=0$. For all $\eta<\eta_{\max }$ the generalization error decays exponentionally to $\epsilon_{g}^{*}=0$.

## B. The optimal dynamics

In order to identify the optimal convergence eigenvalue $\lambda^{\text {opt }}$, which is the eigenvalue associated with the slowest decay mode, we expand the generalization error to second order in $r, q, s, c$, and $\vartheta$ (B8). Numerically, we find that the eigenvector associated with the linear eigenvalue $\lambda_{3}$ is orthogonal to the first-order terms in the generalization error and can therefore not contribute to their decay, but controls only the decay of a second-order term with $2 \lambda_{3}$.

The learning rate $\eta^{\mathrm{opt}}$, which provides the fastest asymptotic decay rate $\lambda^{\text {opt }}$ of the generalization error, is therefore given by the condition

$$
\begin{equation*}
\lambda^{\mathrm{opt}}=\left|\min \left[\max \left(\lambda_{1}, 2 \lambda_{3}\right)\right]\right| . \tag{14}
\end{equation*}
$$

This means either $\lambda_{1}\left(\eta_{r}^{\text {opt }}\right)=2 \lambda_{3}\left(\eta_{r}^{\text {opt }}\right)$ or $\min _{\eta}\left(\lambda_{1}\right)$ if $\lambda_{1}\left(\eta_{m}^{\text {opt }}\right)>2 \lambda_{3}\left(\eta_{m}^{\text {opt }}\right)$, where $\eta_{m}^{\text {opt }}$ is the learning rate at the minimum of $\lambda_{1}$. In Fig. 13(b) one finds that for this particular case the fastest decay is achieved at the minimum of $\lambda_{1}$ for $\eta_{\theta} \rightarrow \infty$ but at the root of $\lambda_{1}-2 \lambda_{3}$ for $\eta_{\theta}=\eta_{w}$.

Unfortunately, the calculation of $\lambda^{\text {opt }}$ (and $\eta_{0}$ or $\eta_{w}$ ) via Eq. (14) and the determination of the kind of optimum is
analytically unfeasible for general $K, T$, and $\varrho$. However, for some special cases further analytical progress can be made: $K \rightarrow \infty, T \rightarrow \infty$, and $T \rightarrow 0$. For the $T$ limits, it is necessary to adopt a scaling for the teacher bias $\varrho$, and we have used both natural scaling ansätze [see Eq. (9) in Sec. II]. These analytic limits are studied in detail in Secs. 1-5 in Appendix B and the main results will be referred to in the discussion of the appropriate figures and are summarized in Table I.

## 1. The critical teacher length $T^{\text {crit }}$

We find that in the small- $T$ limit, the optimum is always given by the minimum of $\lambda_{1}$ and both learning rate parametrizations are identical, whereas for the large- $T$ limit, the root solution ( $\lambda_{1}=2 \lambda_{3}$ ) applies, resulting in a faster decay for $\eta_{\theta} \rightarrow \infty$. For finite $T$ there exists a $T^{\text {crit }}(K, \varrho)$, which depends on the kind of learning rate parametrization and divides these two solution regimes. The functional dependence of $T_{0}^{\text {crit }}$ and $T_{w}^{\text {crit }}$ is graphically illustrated in Fig. 14 as a function of $\varrho$ for a range of $K$ values including the $K \rightarrow \infty$ limit, where it is implicitly assumed that $\exp \varrho^{2} \ll K$.

In Fig. 14(a) $T_{0}^{\text {crit }}$ decreases monotonically with $\varrho$. The $K \rightarrow \infty$ limit exhibits a finite limit $\left(T_{0}^{\mathrm{crit}} \approx 0.21\right)$ for $\varrho \rightarrow \infty$, but acquires a power-law decay $T_{0}^{\text {crit }} \propto \varrho^{-2}$ for all finite $K$ [see inset of Fig. 14(a)]. For $T>T_{0}^{\text {crit }}(K, 0) \approx 1.278$, the root solution applies for all $\varrho$ due to monotonously decreasing $T_{0}^{\text {crit }}$, whereas for all other $T$ values the solution type

TABLE I. For $T \rightarrow 0$ and $T \rightarrow \infty$ the optimized dynamics in the convergence phase show power-law behavior to leading order (for more detail including higher-order terms consult Appendix B) for both learning rate parametrizations $\eta_{\theta}=\eta_{w}$ and $\eta_{\theta} \rightarrow \infty$. The table shows the power laws and the $\hat{\varrho}=\varrho / \sqrt{1+T}$ dependence of the optimal learning parameters $\eta_{w}^{\text {opt }}$ and $\eta_{0}^{\text {opt }}$, their respective optimal convergence eigenvalue $\lambda_{w}^{\text {opt }}$ and $\lambda_{0}^{\mathrm{opt}}$, and the normalized difference between maximal and optimal learning rate $\Delta \eta_{\max }^{\mathrm{opt}}=\left(\eta_{\max }-\eta^{\mathrm{opt}}\right) / \eta^{\mathrm{opt}}$. Note that for the $T \rightarrow 0$ limit both learning rate parametrizations are identical. In this limit, an alternative scaling for the biases $(\check{\varrho}=\varrho / \sqrt{T})$ has been investigated as well.

|  | $T \rightarrow 0$ |  | $T \rightarrow \infty(K$ finite $)$ |  | $T \rightarrow \infty\left[T K^{-1}=O(1)\right]$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\eta_{\theta} \geqslant \eta_{w}(\check{\varrho})$ | $\eta_{\theta} \geqslant \eta_{w}(\hat{\varrho})$ | $\eta_{\theta}=\eta_{w}$ | $\eta_{\theta} \rightarrow \infty$ | $\eta_{\theta}=\eta_{w}$ | $\eta_{\theta} \rightarrow \infty$ |
| $\eta^{\mathrm{opt}}$ | $\pi$ | $\pi e^{\hat{\varrho}^{2}}$ | $\pi \sqrt{2} K$ | $\pi \sqrt{2} K$ | $T^{1 / 2} e^{\hat{\varrho}^{2} / 2}$ | $T^{1 / 2} e^{\hat{\varrho}^{2} / 2}$ |
| $\Delta \eta_{\max }^{\mathrm{opt}}$ | $T \sqrt{1+2 \check{\varrho}^{2}}$ | $\sqrt{\hat{\varrho}^{2} T}$ | $\left[T\left(1+\hat{\varrho}^{2}\right)\right]^{-1}$ | $T^{-1}$ | $\left[T\left(1+\hat{\varrho}^{2}\right)\right]^{-1}$ | $T^{-1}$ |
| $\lambda^{\mathrm{opt}}$ | $T^{2} K^{-1}\left(1+2 \check{\varrho}^{2}\right)$ | $T K^{-1} \hat{\varrho}^{2}$ | $T^{-3 / 2}\left(1+\hat{\varrho}^{2}\right)^{-1} \mathrm{e}^{-\hat{\varrho}^{2} / 2}$ | $T^{-3 / 2} e^{\hat{e}^{2} / 2}$ | $\left[T K\left(1+\hat{\varrho}^{2}\right)\right]^{-1}$ | $(T K)^{-1}$ |




FIG. 14. The critical teacher lengths $T_{0}^{\text {crit }}$ (a) for $\eta_{\theta}=\eta_{w}$ and $T_{w}^{\text {crit }}$ (b) for $\eta_{\theta} \rightarrow \infty$ as a function of $\hat{\varrho}$ for several $K$ values given in the legend ( $\infty$ represents the $K \rightarrow \infty$ limit). $T^{\text {crit }}$ defines the transition between the optimal convergence given by the minimum of $\lambda_{1}$ and by the root of $\lambda_{1}-2 \lambda_{3}$. Notice that for given $T$, the solution type can change for increasing $\hat{\varrho}$ at most once for $\eta_{\theta}=\eta_{w}$, whereas it can change up to three times for $\eta_{\theta} \rightarrow \infty$. The inset in (a) shows the power-law decay of $T_{0}^{\text {crit }} \propto \hat{\varrho}^{-2}$.
changes from the minimum to the root above a $T$ - and $K$-dependent value of $\varrho$. The dependence of $T_{0}^{\text {crit }}$ on $K$ is relatively weak and varies with $\varrho$. For small $\varrho$ ( $\varrho \leq 0.45$ ), $T_{0}^{\text {crit }} \quad$ increases with $K$, whereas for medium $\varrho$ ( $0.45 \leqq \varrho \leq 1.64$ ), $T_{0}^{\text {crit }}$ decreases with $K$. Above $\varrho \gtrsim 1.64$, $T_{0}^{\text {crit }}$ increases again with $K$ and reaches the qualitatively different solution for finite and infinite $K$.

On the other hand, $T_{w}^{\text {crit }}$ does not behave monotonically in $\varrho$ (with the exception of $K=2$ ) as shown in Fig. 14(b). It also decreases initially like $T_{0}^{\text {crit }}$ up to $\varrho \approx 1.3$, but then increases up to a maximum whose height and position increases in $K$, before it falls towards the asymptotic value of $T_{w}^{\text {crit }}(K, \infty)=1 / 2$ for all finite $K$. We again find a qualitatively different behavior for $K \rightarrow \infty$ as $T_{w}^{\text {crit }}$ grows unabatedly with $\varrho$. Depending on the value of $K$ and $T$, the type of solution can therefore change up to three times for increasing $\varrho$. Similar to $T_{0}^{\text {crit }}$, we also find that $T_{w}^{\text {crit }}$ grows with $K$ initially ( $\varrho \leq 0.52$ ), then decreases $(0.52 \leqq \varrho \leq 1.97)$, and then increases again.

It is also clear from the graphs and from the fact that $\lambda_{3}^{w} \leqslant \lambda_{3}^{0}$ that $T_{w}^{\text {crit }}$ must be greater than $T_{0}^{\text {crit }}$ for all $K$ and $\varrho$ besides $\varrho=0$ where $T_{w}^{\text {crit }}=T_{0}^{\text {crit }}$. We can therefore divide the optimal convergence behavior for all $K, T$, and $\varrho$ into three regimes:
(1) $T \leqslant T_{0}^{\text {crit }}(K, \varrho) \leqslant T_{w}^{\text {crit }}(K, \varrho)$ : The minimum of $\lambda_{1}$ defines the optimum and both learning rate parametrizations behave identically $\left(\lambda_{w}^{\mathrm{opt}}=\lambda_{0}^{\mathrm{opt}}\right.$ and $\left.\eta_{w}^{\mathrm{opt}}=\eta_{0}^{\mathrm{opt}}\right)$.
(2) $T_{0}^{\text {crit }}(K, \varrho)<T<T_{w}^{\text {crit }}(K, \varrho)$ : The optimal solution is different for both parametrizations. The minimum of $\lambda_{1}$ is still optimal for $\eta_{\theta} \rightarrow \infty$, but $\lambda_{1}-2 \lambda_{3}=0$ defines the optimum for $\eta_{\theta}=\eta_{w}$. The optimal convergence rates and learning rates are different with $\lambda_{w}^{\text {opt }}>\lambda_{0}^{\text {opt }}$ and $\eta_{w}^{\text {opt }}<\eta_{0}^{\text {opt }}$.
(3) $T_{0}^{\text {crit }}(K, \varrho) \leqslant T_{w}^{\text {crit }}(K, \varrho)<T$ : Although the optimal solution is now the root of $\lambda_{1}-2 \lambda_{3}$ for both parametrizations, we still find $\lambda_{w}^{\text {opt }} \geqslant \lambda_{0}^{\text {opt }}$ and $\eta_{w}^{\text {opt }} \leqslant \eta_{0}^{\text {opt }}$ since $\lambda_{3}^{w} \leqslant \lambda_{3}^{0}$.

Since the three-dimensional parameter space is difficult to visualize, we study the optimal convergence exemplary for two slices.

## 2. Optimal dynamics in $K-\varrho$ space

In Fig. 15 we show the convergence behavior of the parametrization $\eta_{\theta}=\eta_{w}=\eta_{0}$ [Figs. 15(a) -15 (c)] in compari-
son to $\eta_{\theta} \rightarrow \infty$ [Figs. 15(d)-15(f)] as a function of $K$ for $T=1$ and a range of $\varrho$ values. In Fig. 15(a) one can see that the optimal learning rate $\eta_{0}^{\mathrm{opt}}$ is hardly $K$ dependent for small $\varrho$ (beside the inherent rescaling with $1 / K$ implied by the normalization of the soft-committee machine), but increases proportionally to $K$ for large $\varrho$ before it eventually levels off at a $\varrho$ dependent value. The $K \rightarrow \infty$ analysis suggests a scaling of the optimal learning rate with $\ln \eta_{0}^{\mathrm{opt}} \propto \varrho^{2}$ since the maximal learning rate scales in this fashion. This is mirrored in the behavior of the optimal convergence rate in Fig. 15(b) (for graphical purposes multiplied by $K$ ) which exhibits the expected $1 / K$ behavior for small $\varrho$. For large $\varrho$, however, the increase in $\eta_{0}^{\text {opt }} \propto K$ for small $K$ causes $\lambda_{0}^{\text {opt }}$ to be constant until $\eta_{0}^{\text {opt }}$ levels off, when $\lambda_{0}^{\text {opt }}$ reverts back to the $1 / K$ decay. We further note that the absolute value of the convergence rate $\lambda_{0}^{\mathrm{opt}}$ initially increases for small $\varrho$ for all values of $K$, which is a $T$-dependent effect we will study in more detail below. In Fig. 15(c) we further show the normalized difference between the maximal and optimal learning rate defined as

$$
\Delta \eta_{\max }^{\mathrm{opt}}=\frac{\eta_{\max }-\eta^{\mathrm{opt}}}{\eta^{\mathrm{opt}}}
$$

We find that $\Delta \eta_{0}{ }_{0}^{\mathrm{opt}}$ initially increases with $\varrho$ for all $K$, which is again a feature dependent on $T$, before it decreases monotonically, reflecting a steeper and more skewed curve for $\lambda_{1}$.

To compare the two learning rate parametrizations, the ratio of the optimal learning rates $\eta_{w}^{\text {opt }}$ and $\eta_{0}^{\text {opt }}$ shown in Fig. 15(d) shows that for small $\varrho$ the ratio is identical since $T=1<T_{0}^{\text {crit }}<T_{w}^{\text {crit }}$. For increasing $\varrho$ the ratio falls below 1 since $\eta_{0}^{\text {opt }}$ is now determined by the root of $2 \lambda_{3}-\lambda_{1}$ ( $T_{0}^{\text {crit }}<T<T_{w}^{\text {crit }}$ ). Increasing $\varrho$ even further, one finds that also $\eta_{w}^{\text {opt }}$ is determined initially by the root solution $\left(T_{0}^{\text {crit }}<T_{w}^{\text {crit }}<T\right)$. For larger $K$ one finds kinks in the curves when the ratio approaches $1 / 2$. A ratio of $1 / 2$ suggests for an assumed quadratic eigenvalue $\lambda_{1}$ that $\eta_{0}^{\mathrm{opt}}$ is close to the maximal learning rate $\eta_{\max }$, whereas $\eta_{w}^{\text {opt }}$ is close to the minimum located at $\eta_{\max } / 2$. The kinks therefore coincide with a change to $T_{0}^{\text {crit }}<T<T_{w}^{\text {crit }}$ above a value of $K$ depen-


FIG. 15. The convergence scenario as a function of $K$ for $T=1$ and various $\varrho$ given in the legends. (a) Optimal learning rate $\eta_{0}^{\text {opt }}$ for $\eta_{\theta}=\eta_{0}$. (b) Optimal convergence rate $\lambda_{0}^{\text {opt }}$, multiplied by $K$ for convenience. (c) The normalized difference between the optimal and maximal learning rates $\Delta \eta_{0}{ }_{0}^{\text {opt }}$. Ratio of the optimal learning rates $\eta_{w}^{\text {opt }}$ and $\eta_{0}^{\text {opt }}(\mathrm{d})$, the optimal convergence rates $\lambda_{w}^{\text {opt }}$ and $\lambda_{0}^{\text {opt }}$ (e), and the normalized differences $\Delta \eta_{w}{ }_{\text {max }}^{\text {opt }}$ and $\Delta \eta_{0}{ }_{\text {max }}^{\text {opt }}$ (f).
dent on $\varrho$ [e.g., for $\varrho=6$ the kink is at $K \approx 100$, which coincides with $T^{\text {crit }}(100,6) \approx 1$ as can be seen in Fig. 14(b)]. For even larger $\varrho$ this solution change is pushed out to larger values of $K$.

The ratio of the optimal convergence rates $\lambda_{w}^{\text {opt }}$ and $\lambda_{0}^{\text {opt }}$ shown in Fig. 15(e) reflects the above observations. For small $\varrho$ the minimum of $\lambda_{1}$ is optimal and the ratio is 1 . Even for larger $T$ values, where the root solutions apply for $\varrho=0$, ratios very close to 1 are observed for small $\varrho$. For larger $\varrho$, however, the root solutions apply either for both learning rate parametrizations or at least for $\eta_{\theta}=\eta_{w}$ and the widening gap between $\lambda_{1}$ for the two learning rate parametrizations leads to ratios above 1 increasing with $\varrho$. The benefit achievable is, however, limited eventually for large $K$ when the optimal convergence of the $\eta_{\theta} \rightarrow \infty$ parametrization reverts back to the minimum of $\lambda_{1}$.

This behavior holds similarly for the ratio of the normalized separation of maximal and optimal learning rates $\Delta \eta_{w}{ }_{\text {max }}^{\text {opt }}$ and $\Delta \eta_{0}{ }_{\max }^{\text {opt }}$ [Fig. 15(f)]. The widening gap between $\lambda_{1}$ increases the ratio significantly above 1 , once $\eta_{0}^{\text {opt }}$ is given by the root solution. The nonmonotonic behavior for some of the lines in Fig. 15(f) can be explained by the change in the degree of skewness of $\lambda_{1}$ away from a parabolic form when the minimum solution applies for $\eta_{w}^{\text {opt }}$.

## 3. Optimal dynamics in $\varrho$-T space

When considering the optimal dynamics as a function of $\varrho$ and $T$, two natural scaling ansätze for the bias $\varrho$ present themselves (see discussion in Sec. II), which become especially relevant in the limits $T \rightarrow \infty$ and $T \rightarrow 0$. The first ansatz ( $\varrho=\hat{\varrho} \sqrt{1+T}$ ), here termed effective bias, fixes the mean
hidden unit output independent of $T$, the other ansatz ( $\varrho=\check{\varrho} \sqrt{T}$ ), here termed abscissa, keeps the distance of the decision hyperplane to the origin constant. For large $T \gg 1$, both ansätze become identical to leading orders. For small $T$, however, there are significant differences. In this section we have adopted $\hat{\varrho}$ as the preferred variable since it results in the more universal behavior for finite $T$, but we will discuss their differences in detail in Sec. V C.

In Fig. 16 the influence of different teacher length values $T$ is studied, where the convergence behavior of the parametrization $\eta_{\theta} \rightarrow \infty$ [Figs. 16(a)-16(c)] is shown as a function of $\hat{\varrho}$ for $K=10^{2}$ and a range of $T$ values (including theoretical predictions from asymptotic analyses when useful). (Figure 16)(a) shows that the optimal learning rate increases exponentionally in $\hat{\varrho}^{2}$. For small $\hat{\varrho}$, the prefactor of the exponentional increase approaches $1 / 2$ for large $T$, whereas it approaches 1 for small $T$, in agreement with the prediction from the $K \rightarrow \infty$ and $T \rightarrow 0$ analyses [included in Fig. 16(a)]. For larger $\hat{\varrho}$, however, one finds a prominent change in the slope of the $\eta_{w}^{\text {opt }}$ curves, where the position of the transition and its significance is dependent on $T$. For very small but finite $T$ this transition is beyond the range of the graph and the change in the slope becomes less significant. The limiting behavior is in agreement with the $T \rightarrow 0$ analysis [included in Fig. 16(a)]. For finite $T, \eta_{w}^{\text {opt }}$ still increases exponentionally in $\hat{\varrho}^{2}$ after the transition, but the constant prefactor in the exponent is altered and decreases for large $T$. The limiting behavior is in agreement with the findings of the $T \rightarrow \infty$ analysis for finite $K$ in Appendix B 5, which predicts a finite limit of $\eta_{w}^{\text {opt }}$ for large $\hat{\varrho}$ also shown in Fig. 16(a).


FIG. 16. The convergence scenario as a function of $\hat{\varrho}$ for $K=10^{2}$ and various $T$ given in the legends including predictions from expansions for $T \rightarrow 0, T \rightarrow \infty$. (a) Optimal learning rate $\eta_{w}^{\text {opt }}$ for $\eta_{\theta}=\infty$. (b) Optimal convergence rate $\lambda_{w}^{\text {opt }}$. (c) The normalized difference between the optimal and maximal learning rates $\Delta \eta_{w}{ }_{\text {max }}^{\text {mpt }}$. Ratio of the optimal learning rates $\eta_{w}^{\text {opt }}$ and $\eta_{0}^{\text {opt }}$ (d), the optimal convergence rates $\lambda_{w}^{\mathrm{opt}}$ and $\lambda_{0}^{\mathrm{opt}}$ (e), and the normalized differences $\Delta \eta_{w}{ }_{\text {max }}^{\mathrm{opt}}$ and $\Delta \eta_{0}{ }_{\mathrm{max}}^{\mathrm{opt}}(\mathrm{f})$.

The dependence of the optimal convergence eigenvalue $\lambda_{w}^{\text {opt }}$ shown in Fig. 16(b) is similarly intriguing. One finds that the convergence rate increases initially with $\hat{\varrho}$ up to maximum, whose position shifts to larger $\hat{\varrho}$ values for decreasing $T$ and becomes flatter for increasing $T$. Beyond the maximum, $\lambda_{w}^{\text {opt }}$ decreases exponentionally in $\hat{\varrho}^{2}$, with the prefactor in the exponentional increasing with $T$, but saturating at $1 / 2$ as predicted from the $T \rightarrow \infty$ analysis. The small $T$ expansion predicts the steep initial increase in $\lambda_{w}^{\text {opt }}$ correctly, as the order of the optimal convergence rate for nonzero $\hat{\varrho}$ is not $O\left(T^{2} / K\right)$ as for zero $\hat{\varrho}$ but $O(T / K)$. The expansion is a good approximation for small finite $T$ and small $\hat{\varrho}$ but breaks down for larger $\hat{\varrho}$, where the optimal convergence rate $\lambda_{w}^{\text {opt }}$ reaches an almost $T$-independent maximum of $O(1 / K)$ and also cannot account for the eventual exponentional decrease of $\lambda_{w}^{\text {opt }}$ with $\hat{\varrho}$ beyond the maximum. This failure is caused by the implicit assumption $\hat{\varrho}^{2} \ll-\ln T$ in the $T \rightarrow 0$ limit, which shifts the maximum in $\lambda_{w}^{\text {opt }}$ to $\hat{\varrho}=\infty$. For larger network sizes $K$ not shown here, one finds that the position of the maximum shifts to larger $\hat{\varrho}$ and becomes flatter. This effect leads to the shift of the maximum to $\hat{\varrho}=\infty$ in the $K$ $\rightarrow \infty$ expansion.

The behavior of the normalized separation $\Delta \eta_{w}{ }_{\text {max }}^{\mathrm{opt}}$ in Fig. 16(c) reflects the kind of solution present. For small $T<T_{w}^{\text {crit }}$, the minimum of $\lambda_{1}$ is optimal and $\Delta \eta_{w}{ }_{\text {max }}^{\text {opt }}$ increases monotonically towards 1 ; i.e., $\lambda_{1}$ becomes parabolic for large $\hat{\varrho}$. For $T=1$, we find the same behavior for small $\hat{\varrho}$, but find a prominent kink at $\hat{\varrho} \approx 4.25$ [i.e., $\varrho \approx 6$, see Fig.

14(b)], which coincides with $T^{\text {crit }}=1$. For $\hat{\varrho}>4.25, T^{\text {crit }}<1$ and $\Delta \eta_{w}{ }_{\text {max }}^{\text {opt }}$ falls to a constant below 1 . For larger $T$, the behavior is similar but smoother in comparison to $T=1$, reflecting the fact that although the optimal solution is always given by the root, its distance to the minimum changes with $\hat{\varrho}$ as $T_{w}^{\text {crit }}$ rises and falls.

The results for the parametrization $\eta_{\theta}=\eta_{w}$ are quite similar to $\eta_{\theta} \rightarrow \infty$ and to enhance the differences we show the ratios of the relevant quantities in Figs. 16(d)-16(f). For the optimal learning rate $\eta_{0}^{\mathrm{opt}}$, we also find the change in the exponentional behavior. For large enough $T>T_{0}^{\text {crit }}$, the ratio of the $\eta_{w}^{\text {opt }} / \eta_{0}^{\text {opt }}$ falls below 1 [see Fig. 16(d)] and approaches a constant limit for large $\hat{\varrho}$. For medium $T$ (e.g., $T=1$ ), the difference is most pronounced, reflecting the many changes in the type of solutions due to the variability of $T_{w}^{\text {crit }}$ and $T_{0}^{\text {crit }}$. For small $\hat{\varrho}$, the minimum solution of $\lambda_{1}$ is optimal for both learning rate parametrizations. In the range of $0.40 \leqq \hat{\varrho} \leq 4.25$ (i.e., $0.55 \leq \varrho \leq 6$ ), $T_{0}^{\text {crit }}<T<T_{w}^{\text {crit }}$ and the ratio drops significantly [27] towards $1 / 2$ until also $T_{w}^{\text {crit }}<T$ and the ratio rises again towards the asymptotic behavior.

The improvement by using a large bias learning rate is reflected in the ratio $\lambda_{w}^{\text {opt }} / \lambda_{0}^{\text {opt }}[$ Fig. 16(e) $]$, which increases monotonically with $\hat{\varrho}$, for $T$ or $\hat{\varrho}$ large enough so that $T>T_{0}^{\text {crit }}$. In the $T>T_{w}^{\text {crit }}$ region, the ratio $\lambda_{w}^{\text {opt }} / \lambda_{0}^{\text {opt }}$ increases with $a_{0}+a_{2} \hat{\varrho}^{2}$, where $a_{0}$ and $a_{2}$ are $T$-dependent constants that approach $a_{0}=1$ and $a_{2}=1$ for large $T$ as predicted by the $T \rightarrow \infty$ analysis. Using large $\eta_{\theta}$ is similarly beneficial in the same region of $T$ and $\hat{\varrho}$ with respect to the separation of maximal and optimal learning rates as depicted in Fig. 16(f).

For larger $T$, we find the same regression behavior of the ratio $\Delta \eta_{w \max }^{\mathrm{mpt}^{\mathrm{op}}} / \Delta \eta_{0}{ }_{\mathrm{m}}^{\mathrm{max}}$ with $b_{0}+b_{2} \hat{\varrho}^{2}$, where $b_{0}$ and $b_{2}$ are again $T$-dependent constants with the asymptotic limit $1+\hat{\varrho}^{2}$ for $T \rightarrow \infty$. In the curve for $T=1$, one observes several swerves and a kink due to $T_{0}^{\text {crit }}$ or $T_{w}^{\text {crit }} \operatorname{crossing} T=1$.

## C. The impact of adaptive biases

In comparison to the analysis of the convergence phase for zero-fixed biases [18], the extension to variable nonzero biases, has revealed several insights. For small $T$, where the training for the zero-bias case is slowed down by a factor $1 / T^{2}$, arguably due to the nearly linear network output making the distinction between different units difficult, one finds that the scaling assumption for the bias has a dramatic impact. This can be understood qualitatively by considering the network output distribution, which can be calculated in closed form in the $T \rightarrow 0$ limit.

For finite abscissa (using the scaling $\varrho=\check{\varrho} \sqrt{T}$ ), the hidden unit output distribution is Gaussian with mean $\mu=-\sqrt{2 K / \pi} \check{\varrho} \sqrt{T}$ and standard deviation $\sigma=\sqrt{2 / \pi} \sqrt{T}$. The probability of a positive (and hence negative) output remains constant for $T \rightarrow 0$ and is equal to $H(\check{\varrho} \sqrt{K})$, where $H(x)=\int_{x}^{\infty} d x / \sqrt{2 \pi} \exp \left(-x^{2} / 2\right)$, i.e., even for small $T$ the output of the hidden unit will have some probability of being both negative and positive, but the mean goes to zero. For this scaling, one finds a slight improvement in the convergence rate for nonzero bias by a factor $1+2 \varrho^{2}$, suggesting that breaking the symmetry of the network output distribution around zero is beneficial, but a more significant improvement is not possible since the hidden unit outputs are mainly in the linear regime where the student cannot discriminate efficiently between the teacher hidden units and the convergence rate still decays with $T^{2}$.

For finite effective bias (using the scaling $\varrho=\hat{\varrho} \sqrt{1+T}$ ), the network output distribution is also Gaussian for small $T$, but with mean $\mu=-\sqrt{K} g(\hat{\varrho})$ and standard deviation $\sigma=\sqrt{2 / \pi} \exp \left(-\hat{\varrho}^{2} / 2\right) \sqrt{T}$. The probability of an output of opposite sign to the mean output vanishes for $T \rightarrow 0$. The single hidden unit output is concentrated in the nonlinear region of the sigmoidal activation function and one could argue that most information about teacher parameters can be extracted by the student in this region as long as the hidden units are not too saturated, leading to the improvement in the convergence rate by $O\left(\hat{\varrho}^{2} / T\right)$.

One could further speculate that the increase of the optimal learning rate matching the suppression of the gradient is facilitated by the exponentional decrease of the network output variance with $\hat{\varrho}$. For finite $T$ and larger $\hat{\varrho}$, the results for the $T \rightarrow 0$ expansion become inaccurate for $\hat{\varrho}^{2} \ll-\ln T$ and one finds that the optimal learning rate growth cannot be sustained, leading to the eventual exponentional decay of the convergence eigenvalue with $\hat{\varrho}^{2}$ as observed for finite $K$. Due to the $T$ dependence of this breakdown, one even finds the anomaly that training can be momentarily improved when decreasing $T$ slightly [see Fig. 16(b)].

The unsustainability of the optimal learning rate growth is epitomized in the $T \rightarrow \infty$ limit, where the optimal learning
rate stays constant for all $\hat{\varrho}$. However, if the $K \rightarrow \infty$ limit is taken simultaneously with $T \rightarrow \infty$, the convergence rate either remains constant for $\eta_{\theta} \rightarrow \infty$ or decays algebraically with $(1+\hat{\varrho})^{2}$ for $\eta_{\theta}=\eta_{w}$. Similar behavior is also found for finite $T$ and large $K$ for small enough $\hat{\varrho}$.

The underlying reasons for this difference can be explained most easily for the infinite $T$ case, where the hidden unit output becomes binary and the subsequent network output probability distribution is binomial, as teacher hidden units are uncorrelated. The probability of a single hidden output to be +1 parametrizes the binomial distribution and is $1 / 2[1-g(\hat{\varrho})]$, i.e., $1 / 2$ for $\hat{\varrho}=0$ and decays exponentionally fast for large $\hat{\varrho}\left(\propto \mathrm{e}^{-\hat{\varrho}^{2}}\right)$. The corresponding mean and standard deviation are $\mu=-\sqrt{K} g(\hat{\varrho})$ and $\sigma=\sqrt{1-g^{2}(\hat{\varrho})}$, respectively. Since both student and teacher networks are highly correlated, the error signal should be at most $O(1 / K)$, i.e., at most two hidden units disagree, leading to a possible increase of the learning rate with $K$. For large effective bias $\hat{\varrho}$, this event becomes exponentionally unlikely and the error signal is identically zero most of the time. The learning rate, however, cannot be increased accordingly since this would lead to an exponentionally large update step size in an error event. The convergence rate has therefore to decay exponentionally. For $K \rightarrow \infty$, the binomial output distribution becomes Gaussian with the above mean and variance, leading to smooth network outputs and error signals. Here, the learning rate can be increased exponentionally, which may be linked to the exponentional decrease of the output variance for large $\hat{\varrho}$ combined with the implicit assumption that $\hat{\varrho}^{2} \ll \ln K$. This behavior carries over qualitatively to finite $T$ and $K$ for $\hat{\varrho}^{2}$ small enough, and can explain the initial matching increase of the optimal learning rate and the extension of the region of almost constant convergence rate for larger $K$.

## VI. TOWARDS MORE REALISTIC SCENARIOS

The scope of this work has so far been restricted in several ways. One obvious restriction has been the fixed hiddenoutput weights. Although soft-committee machines with biases are universal approximators [8], in practice it is advantageous to use adjustable hidden-output weights. This extension is straightforward in terms of feasibility, but adds a further dimension to the space of parameters to be investigated. We expect our results to be at least qualitatively correct, but we cannot rule out that the dynamics become even richer with more suboptimal fixed points. Unfortunately, the works to date that have allowed for adjustable hidden-output units $[6,7]$ have not discussed the issue of hidden unit symmetry breaking.

We have furthermore restricted ourselves to realizable scenarios, where the student network can learn to imitate the teacher network perfectly. In real learning scenarios, one expects both structural unrealizability, due to a mismatch between the function space of the student and the task, as well as unrealizability due to corrupted training data. Both types of unrealizability can be incorporated in this framework, by studying $K \neq M$ and by allowing for noise on the teacher weights and/or outputs, respectively. Both have been ad-


FIG. 17. A typical training dynamics is shown as a function of $\alpha$ for an unrealizable case $K=3$ and $M=4$. The teacher tasks are of the form $T_{n m}=\delta_{n m}(n+1) / 2$ for graded and $T_{n m}=\delta_{n m}$ for isotropic teachers; $\varrho_{n}=(2 n-5) / 5 \sqrt{1+T_{n n}}$ for non-degenerate and $\varrho_{n}=0$ for degenerate teacher biases. The common learning is always $\eta_{0}=2$. The evolution of the student-student overlaps $Q_{i j}$ (a), the student-teacher overlaps $R_{i n}(\mathrm{~b})$, and the student biases $\theta_{i}(\mathrm{c})$ are shown for $\mathcal{T}_{n}^{i}$. The generalization error $\boldsymbol{\epsilon}_{g}(\mathrm{~d})$ is shown for all tasks, with the inset magnifying the escape out of the symmetric phase for the students learning the less symmetric tasks.
dressed already for the soft-committee machine without biases [2,28,29].

Here we will briefly assess the effects arising due to the introduction of adjustable biases in the case of structural unrealizability. In Fig. 17 the evolution of the training is shown for $K=3$ and $M=4$, i.e., when the target function is more complicated than the mapping the student can achieve. The teacher overlaps are $T_{n m}=\delta_{n m}(n+1) / 2$ for graded and $T_{n m}=\delta_{n m}$ for isotropic teachers. The teacher biases are $\varrho_{n}=(2 n-5) / 5 \sqrt{1+T_{n n}}$ for nondegenerate and $\varrho_{n}=0$ for degenerate teachers. The common learning rate is always $\eta_{0}=2$ and the weight initialization is $Q_{i i}=(18+n) / 100$, $\theta_{i}=(n-2) / 100$, and random overlaps as outlined in Sec. III. The initialization was chosen quite symmetrically to make differences between the tasks more pronounced and to ensure convergence to a fixed point with the lowest generalization error for the most symmetric task $\mathcal{T}_{d}^{i}$.

The main focus will be on the $\mathcal{T}_{n}^{i}$ since for this task the effect of nondegenerate teacher biases can be separated from the effect of graded teacher norms. In Figs. 17(a)-17(c) the evolution of the overlaps $Q_{i j}, R_{i n}$ and the biases $\theta_{i}$ is shown. The student is initially drawn into a symmetric phase with similar values for student lengths $Q_{i i}$ and correlations $Q_{i j}$ [Fig. 17(a)]. This is mirrored by similar student-teacher overlaps $R_{\text {in }}$ shown in Fig. 17(b), signaling the lack of significant specialization with a specific teacher node. The specialization is driven by the student biases depicted in Fig. 17 (c), whose symmetry is broken first and whose trajectories do not cross, although they were initialized quite symmetri-
cally. Since the student network does not have enough resources to model the teacher task adequately, it chooses to dedicate two units ( 1 and 3 ) to specialize primarily on the teacher hidden units ( 1 and 4) with the largest absolute bias value; which is reflected by large $R_{11}$ and $R_{34}$ values and the proximity of the student biases $\theta_{1}$ and $\theta_{3}$ to the corresponding teacher biases $\varrho_{1}$ and $\varrho_{4}$. This seems sensible since these two units have on average the largest (absolute) output. The last student unit 2 specializes almost equally on the two remaining teacher units 2 and 3 (large $R_{22}, R_{23}$ and $\theta_{2}$ lies between $\varrho_{2} \varrho_{3}$ ). The remaining student-teacher overlaps fall roughly into two groups: the student units $(1,4)$, which are highly specialized on one unit, acquire a relatively large overlap with the remaining teacher units $(2,3)$ for which no dedicated student unit exists, whereas they retain only small correlations of either positive or negative sign with those teacher units, which are already modeled almost entirely by another student unit. The size of the individual studentteacher overlaps is also highly correlated with the proximity of the associated student and teacher biases (e.g., $R_{23}>R_{13}>R_{33}$ for fixed teacher unit or $R_{34}>R_{33}>R_{32}>R_{31}$ for fixed student unit). One further notices that the student biases are positioned to ensure that the means of the student and teacher network output distributions (which is just the sum of the means of the individual hidden unit output distributions in a network) are very similar. Matching the mean of the teacher output distribution is obviously a necessary but not sufficient condition for achieving a small generalization error.

Obviously, the specialization process described above is dependent on the teacher task presented. For graded teacher tasks, the larger teacher hidden unit weight vectors lead to a larger variance of their output distributions (and ultimately the output distribution of the whole network). The student hidden units have therefore to compromise between primarily modeling large variance by specializing on teacher units with large weight norms and modeling large mean by specializing on teacher units with large (effective) biases. We still find that the student biases are positioned to ensure that the mean output is approximately identical, but the student also accounts for larger variances. For degenerate biases, one finds that the dynamics and the optimal attractive fixed point are very similar to the fixed bias case for both graded and isotropic teachers, with the student biases taking values close to the degenerate (effective) teacher bias position [30].

In Fig. 17(d) the dynamics of the four different generic tasks are compared by following the evolution of the generalization error. As for realizable learning scenarios, one finds that the specialization process for the task $\mathcal{T}_{d}^{i}$ is by far the slowest due to the slow breaking of the symmetries. For the task $\mathcal{T}_{d}^{g}$ one finds more than one plateau in the generalization error [see inset of Fig. 17(d)] characteristic of the sequential symmetry breaking for graded teacher lengths. The fastest training is exhibited by the tasks with nondegenerate biases $\mathcal{T}^{n}$, with a slight speedup for graded teacher lengths $\mathcal{T}_{g}^{n}$. Unlike in realizable scenarios, the dynamics approach a nonzero asymptotic generalization error, which is smallest for the task $\mathcal{T}_{d}^{i}$ with most symmetries. For the tasks presented here, the breaking of the bias degeneracy results in a smaller increase of the generalization error than the breaking of length isotropy. This feature, however, depends on the particular choice of teacher norms and biases.

Similar to the realizable case, we also find that the dynamics are sensitive to the initial conditions, especially for tasks with many symmetries such as $\mathcal{T}_{d}^{i}$, and the asymptotic network configuration can vary significantly in their generalization error. For the $\mathcal{T}_{d}^{i}$, the basin of attraction to the optimal solution described above is quite small and requires highly symmetric initial bias values. Otherwise the bias dynamics show the grouping around the true teacher bias value similar to the realizable case with the notable difference, that the bias values seem to diverge instead of converging to (suboptimal) fixed values.

For nondegenerate biases, one also finds a multitude of stable network configurations depending on the initial conditions, which all feature quite similar generalization error. For the task $\mathcal{T}_{n}^{i}$, for example, a different set of initial conditions [changing only the norms $Q_{i i}=(1+n) / 10$ ] leads to student unit 2 specializing primarily on teacher unit 3 instead of specializing almost equally on teacher units 2 and 3 and results in a slightly smaller generalization error. We find that the evolution of the dynamics to solutions with similar asymptotic generalization errors are qualitatively similar, but one does not find a dominant basin of attraction to a particular solution as in the case of fixed biases. A more detailed investigation is therefore beyond the scope of this paper and will be reported elsewhere.

Finally we would like to point out that in the case of student-teacher mismatch $K \neq M$, the difference between the
normalized and unnormalized committee machine are substantial and the results are therefore quite different. For $K>M$, the unnormalized soft-committee machine is overrealizable and the excess nodes can be pruned away to achieve perfect generalization. This is obviously not possible for the normalized soft-committee machine due to the different normalization factor, and the task becomes unrealizable with a finite asymptotic generalization error. For $K<M$, the normalization of the committee machine leads to generally lower asymptotic values of the order parameters with a resulting generalization error that is always lower than for the unnormalized case. This seems to be due to the normalization keeping the variance of the network output distribution of constant order (for uncorrelated teacher weight vectors) irrespective of the number of hidden units, whereas the order of the output variance is mismatched $(\sqrt{K}$ and $\sqrt{M})$ in the unnormalized model.

## VII. SUMMARY AND DISCUSSION

This research has been motivated by recent progress in the theoretical study of on-line learning in realistic two-layer neural network models-the soft-committee machine, trained with back-propagation [2]. The studies so far have excluded biases to the hidden layers, a constraint that has been removed in this paper. Such a network is in principle a universal approximator [8], although within the framework at issue the model can only be studied in a limit where the approximation proof does not necessarily hold as it may require the number of hidden units to scale with $N$. Nevertheless, the dynamics of the extended model turn out to be very rich and more complex than the original model, although we had to restrict ourselves for computational reasons to small networks.

For nondegenerate teacher biases, one finds that the symmetry in the student hidden unit space can be broken almost immediately by the biases, provided the student biases were initialized asymmetrically, speeding up the learning process considerably in comparison to the fixed bias model where the training process can easily be dominated by the symmetric phase characterized by a lack of hidden unit specialization. These results suggest that student biases should in practice be initially spread evenly across the input domain if there is no a priori knowledge of the target function. For degenerate teacher biases, however, especially in combination with similar teacher lengths, such a scheme can be extremely counterproductive as asymmetric initial student biases severely prolong the training and can in many cases even trap the learning process permanently in attractive fixed points. Although attractive suboptimal fixed points were also found in the original soft-committee machine model [20], these seem to have been restricted to overrealizable cases and the associated basins of attraction have been very small.

Unlike in the fixed bias case, the initial conditions, $Q_{i j}$ and $\theta_{i}$, which can be manipulated in real scenarios, influence the training time considerably, and can even cause complete training failure. To gain a qualitative understanding of the influence of the initial conditions, the basins of attraction to the optimal solution were therefore studied exhaustively for $K=M=2$. One finds that attractive suboptimal fixed points exist for many training scenarios, including graded
teachers and even nondegenerate teacher biases. The range of initial conditions attracted to these suboptimal network configurations diminishes with increasing asymmetry of the task, especially for nondegenerate teacher biases, where the attractive fixed point vanishes eventually. In the task with the smallest basin of attraction, isotropic teacher weight vectors and degenerate teacher biases, which was studied in great detail, one finds several unexpected results. First, the basin of attraction is mainly dependent on the difference in the initial student biases, rather than their individual abscissas or the resulting mean. Second, the basin of attraction, with respect to the student biases $\theta_{i}$, grows with increasing student norms, but the corresponding abscissa ( $\hat{\theta}=\theta / \sqrt{Q}$ ) decreases. Third, the basin of attraction is enlarged by larger initial student-teacher overlaps and training should therefore be less prone to failure for smaller input dimension.

Additionally, the influence of the learning rates on the basin of attraction was studied for the same isotropic and degenerate task. For a common learning rate for biases and weights, the basin of attraction shrinks to a minimum in the region of fastest convergence, i.e., for the overall optimal learning rate. The basin of attraction increases especially for small learning rate but always remains finite. The separation of the bias and weight learning rate seems, however, more effective in increasing the basin of attraction. Whereas one must necessarily pay dearly for stability with a decrease in convergence speed when employing a small bias or weight learning rate, a large bias learning rate does not compromise training efficiency.

Although most of the results found for $K=2$ also carry over qualitatively to larger networks, the size of the basin of attraction shrinks considerably with network size, which may partly be contributed to the substantial increase in the number of attractive suboptimal fixed points with different internal symmetries. In particular, we have found that the use of a large bias learning rate or the adiabatic elimination of the biases can actually decrease the basin of attraction for larger networks and degenerate biases.

Unlike preliminary results [8], which seemed to support the heuristic suggestion in an earlier work [21] to spread the abscissas across the input domain in order to speed up training, our more extensive work clearly suggests that such an initialization scheme may in general not be advisable. Our results show that in terms of the initialization, the difference in the threshold values and not the individual abscissas are the more relevant variables. Furthermore, such a scheme will most likely fail to convergence to the optimal solution when some of the biases are degenerate, although one can only speculate how commonly these tasks are encountered in practice.

Other previous work [22], which relates the basin of attraction of the weight initialization with the learning rate, seems also to be partially contradicted by our findings. Although the basin of attraction does grow with decreasing learning rate, as found in [22], the functional relationship given for convergence in this work ( $\eta_{0}<Q_{i i}+\theta_{i}^{2}$ ) fails to predict a finite boundary for an infinitesimal learning rate. Furthermore, the treatment of the biases as just another weight parameter suggests a growing basin of attraction with both increasing weights and biases, whereas we find that biases actually have the reverse effect. The work also ne-
glects the strong interaction between the hidden units, e.g., the importance of the difference in initial thresholds or the shrinking of the basin of attraction for larger networks.

An initialization procedure that provides both stability and fast convergence speed for all tasks seems therefore difficult to realize due to the inherently different requirements for tasks with degenerate and nondegenerate biases. The probably most successful approach is to opt for a combined approach of medium spread of the biases and large initial weights, a reasonable separation of weight and bias learning rate. This must be combined with a criterion that restarts network biases for hidden units trapped in an attractive suboptimal fixed point. Since for most attractive fixed points found, the student hidden units are not highly saturated, i.e., the absolute values of their mean output are reasonably less than 1 , it is not sufficient to just select saturated units with large effective bias. This criterion must therefore account for the actual bias values in combination with correlations between the student hidden unit weight vectors. For persistently large correlation between a pair of weight vectors and very similar lengths, the biases could, for example, be reset to their mean value. If such a strategy works in all situations remains to be shown, which goes beyond the scope of this paper. Possible difficulties are likely to be unrealizable scenarios, where persistent correlation is caused by a lack of student resources and a successful algorithm would have to be able to distinguish between the two. Its usefulness would then have to be further tested in finite size systems and real world problems. However, as already mentioned, in cases where the training set is known in advance, many algorithms are available that aim to infer good initial conditions from the training data (see, e.g., [24] and references therein).

Unlike for the entire training process and general learning scenarios, where we had to restrict ourselves to small networks, the dynamics can be studied and optimized for all network sizes for the isotropic degenerate teacher task in the convergence phase, where hidden unit symmetry is already broken successfully and the student approaches the optimal solution. Since this type of task is the slowest not only in terms of overall training time, but also in the convergence phase itself, the results should give us a bound on the performance of other tasks.

One finds that optimal convergence is achieved for an infinite bias learning rate, suggesting that an $O(1)$ rather than an $O(1 / N)$ bias learning rate is appropriate for finite systems once hidden unit symmetry is broken and the inputhidden weights dominate the learning behavior in this phase. The dependence of the optimal (weight) learning rate has been studied as a function of the number of hidden units $K$ and the teacher length $T$ with special emphasis on the influence of nonzero (effective) bias $\hat{\varrho}$, which provides the most useful scaling of the bias in the convergence phase. We have restricted ourselves also to two learning rate parametrizations for the biases: $\eta_{\theta}=\eta_{w}$ and $\eta_{\theta} \rightarrow \infty$. One finds that for both small $T$ and small $\hat{\varrho}$, there is either no or little difference between the two parametrizations. The advantage of an increased bias learning rate grows, however, for large enough $T$ approximately proportionally to $\hat{\varrho}^{2}$.

The influence of the value of the effective teacher biases
$\hat{\varrho}$ manifests itself for both parametrizations in the initially surprising effect that for most $T$ values the learning performance actually improves for small nonzero bias. This can be explained by postulating that most information on the parameters of an individual hidden unit can be obtained in the region where the sigmoid is already nonlinear but not quite saturated. In this region one finds an exponentional increase in the optimal learning rate matching the suppression of the gradient. This increase, however, cannot be sustained for larger $\hat{\varrho}$ and leads to an eventual exponentional decay of the convergence speed in $\hat{\varrho}^{2}$ for any finite $K$. This exponentional decay is delayed to larger $\hat{\varrho}$ values for small teacher length $T$ and large network size $K$, which may be attributed to the increasing smoothness of the error signals allowing for a larger learning rate. This fact is epitomized in the $T \rightarrow 0$ and $K \rightarrow \infty$ limits, where the convergence rate does increase unabatedly or decreases at most algebraically in $\hat{\varrho}$, respectively.

The choice of the learning rate is therefore important in both the symmetric phase, where it can help to avoid an attractive fixed point, and the convergence phase, where the optimal value varies significantly in the relevant region of parameter space, making it difficult to choose good learning rates in practice. The problem of training is also exacerbated by the difficulty of student parameter initialization without $a$ priori knowledge about the learning task present, which can change the basin of attraction to the optimal solution considerably.

Future research effort should therefore be aimed at devising more sophisticated on-line learning algorithms, which are able to infer information about the teacher task and the progress made in training by monitoring the student parameters and subsequently adjusting the learning rates accordingly or restarting hidden units trapped in suboptimal fixed points. The introduction of individual learning rates for each hidden unit, already shown to be beneficial for the fixed biased model [19], seems a further direction worthwhile to pursue. Since the learning dynamics have shown to change significantly with the introduction of adjustable biases for realizable scenarios, it appears to be of obvious interest to investigate the influence of unrealizability more systematic than could be achieved within the scope of this paper.
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## APPENDIX A: DYNAMICAL EQUATIONS

The generalization error is calculated by averaging the quadratic loss function (3) explicitly over the activations $\{\boldsymbol{x}, \boldsymbol{y}\}$ (and implicitly over all inputs), which are multivariate Gaussian distributed with zero mean and covariance matrix $\mathcal{C}$ given by

$$
\mathcal{C}=\sigma^{2}\left[\begin{array}{cc}
\mathbf{Q} & \mathbf{R}  \tag{A1}\\
\mathbf{R}^{T} & \mathbf{T}
\end{array}\right]
$$

In the following all averages are taken with respect to this distribution and making use of the convention that indices $i, j, k, l$ and $n, m$ label student and teacher nodes, respectively.

The generalization error then takes the form

$$
\begin{align*}
\epsilon_{g}= & \frac{\gamma^{2}}{2 K}\left\{\frac{K}{M} \sum_{n, m=1}^{M} J_{2}(n, m)-2 \sqrt{\frac{K}{M}} \sum_{i, n=1}^{K, M} J_{2}(i, n)\right. \\
& \left.+\sum_{i, j=1}^{K} J_{2}(i, j)\right\} \tag{A2}
\end{align*}
$$

with the integral $J_{2}(1,2)=\left\langle g\left(u_{1}\right) g\left(u_{2}\right)\right\rangle$, where $u_{i}$ represent members of $\{\boldsymbol{x}, \boldsymbol{y}\}$ and the sigmoidal transfer function $g$ is here taken to be the error function $g_{\nu}(u)=\operatorname{erf}(\nu u / \sqrt{2})$. We denote with $I_{d}, J_{d}$ averages over $d$ variables with one and two $g$ terms, respectively. Unlike in the case of fixed zero biases, only integrals involving a single $g$ term can be calculated analytically, whereas general Gaussian integrals involving $g^{2}$ terms of shifted arguments have no known analytical solution. However, these integrals can be simplified considerably to make a numerical integration feasible. There are several possible representations, e.g., the Kendall series expansion, but we have chosen one that consists of a single Gaussian integral of two error functions. We have found that this form has the advantage that the summation over units and the integration can be interchanged, greatly improving numerical accuracy for fixed computational cost.

In this form the integral $J_{2}()$ is given by

$$
\begin{align*}
J_{2}(1,2)= & \int \operatorname{Dtg}_{\nu}\left(\sqrt{\sigma^{2} C_{11}} t\right. \\
& \left.-\vartheta_{1}\right) g_{\nu}\left(\frac{\sigma^{2} C_{12} t-\vartheta_{2}}{\sqrt{\sigma^{2} C_{11} \psi_{2}-\nu^{2} \sigma^{2} C_{12}^{2}}}\right), \tag{A3}
\end{align*}
$$

where

$$
\psi_{i}=1+\nu^{2} \sigma^{2} C_{i i} \quad \text { and } \quad D t=\frac{d t}{\sqrt{2 \pi}} \exp \left(-\frac{t^{2}}{2}\right)
$$

is the Gaussian measure, with any integral without explicit limits is from $-\infty$ to $+\infty$. The dependence of the integral on the sigmoidal gain $\nu$ can be absorbed by redefining

$$
\widetilde{\vartheta}_{i}=\nu \vartheta_{i} \quad \text { and } \quad \widetilde{C}_{i j}=\nu^{2} \sigma^{2} C_{i j},
$$

a rescaling that also holds for the other integrals below. To evaluate an integral explicitly, the full covariance matrix $\mathcal{C}$ is projected into the relevant subspace. For example, the relevant elements for $J_{2}(i, n)$ are $C_{11}=Q_{i i}, C_{12}=R_{i n}$, and $C_{22}=T_{n n}$. It is a property of multivariate Gaussian distributions [2] that integrals of reduced dimensionality such as $J_{2}(1,1)$ are generated from the general form $J_{2}(1,2)$ by the appropriate constraints (in this case $C_{11}=C_{12}=C_{22}$ ).

The differential equations for $\mathbf{Q}, \mathbf{R}$, and $\boldsymbol{\theta}$ are calculated similarly and take the form

$$
\begin{align*}
& \frac{d Q_{i j}}{d \alpha}= \frac{\eta_{w} \gamma^{2}}{K}\left\{\sqrt{\frac{K}{M}} \sum_{m=1}^{M} I_{3}(i, j, m)+I_{3}(j, i, m)-\sum_{k=1}^{K} I_{3}(i, j, k)+I_{3}(j, i, k)\right\} \\
&+\left(\frac{\eta \gamma^{2}}{K}\right)^{2}\left\{\frac{K}{M_{n, m}} \sum_{i=1}^{M} J_{4}(i, j, n, m)-2 \sqrt{\frac{K}{M}} \sum_{k, n=1}^{K, M} J_{4}(i, j, k, n)+\sum_{k, l=1}^{K} J_{4}(i, j, k, l)\right\},  \tag{A4a}\\
& \frac{d R_{i n}}{d \alpha}=\frac{\eta_{w} \gamma^{2}}{K}\left\{\sqrt{\frac{K}{M}} \sum_{m=1}^{M} I_{3}(i, n, m)-\sum_{k=1}^{K} I_{3}(i, n, k)\right\},  \tag{A4b}\\
& \frac{d \theta_{i}}{d \alpha}=-\frac{\eta_{\theta} \gamma^{2}}{K}\left\{\sqrt{\frac{K}{M}} \sum_{m=1}^{M} I_{2}(i, n)-\sum_{k=1}^{K} I_{2}(i, k)\right\}, \tag{A4c}
\end{align*}
$$

where the two integrals $I_{2}(1,2)=\left\langle g^{\prime}\left(u_{1}\right) g\left(u_{2}\right)\right\rangle$ and $I_{3}(1,2,3)=\left\langle g^{\prime}\left(u_{1}\right) u_{2} g\left(u_{3}\right)\right\rangle$ can be evaluated analytically, whereas $J_{4}(1,2,3,4)=\left\langle g^{\prime}\left(u_{1}\right) g^{\prime}\left(u_{2}\right) g\left(u_{3}\right) g\left(u_{4}\right)\right\rangle$ can be simplified to a form similar to $J_{2}()$ and one finds

$$
\begin{align*}
I_{2}(1,2)= & \nu \sqrt{\frac{2}{\pi}} \frac{1}{\sqrt{\psi_{1}}} \exp \left(-\frac{1}{2} \frac{\widetilde{\vartheta}_{1}^{2}}{\psi_{1}}\right) g_{1}\left(\Theta_{12}\right),  \tag{A5a}\\
I_{3}(1,2,3)= & \sqrt{\frac{2}{\pi}} \frac{1}{\sqrt{\psi_{1}}} \exp \left(-\frac{1}{2} \frac{\widetilde{\vartheta}_{1}^{2}}{\psi_{1}}\right)\left[\frac{\widetilde{C}_{13} \widetilde{\vartheta}_{1}}{\psi_{1}} g_{1}\left(\Theta_{12}\right)\right. \\
& \left.+\sqrt{\frac{2}{\pi}} \frac{\Psi_{12} \Gamma_{13}}{\sqrt{\Psi_{13}} \sqrt{\psi_{1}}} \exp \left(-\frac{1}{2} \Theta_{12}^{2}\right)\right], \quad(\mathrm{A} 5  \tag{A5b}\\
J_{4}(1,2,3,4)= & \nu^{2} \exp \left(-\frac{1}{2} \frac{\psi_{2} \widetilde{\vartheta}_{1}^{2}-2 \widetilde{C}_{12} \widetilde{\vartheta}_{1} \widetilde{\vartheta_{2}}+\psi_{1} \widetilde{\vartheta}_{2}^{2}}{\Psi_{12}}\right) \\
& \times \frac{2}{\pi} \frac{1}{\sqrt{\Psi_{12}}} \int{ }^{2} t_{t g_{1}}\left(\sqrt{\widetilde{C}_{33}^{\prime}}{ }_{33} t-\widetilde{\vartheta}_{3}^{\prime}\right) \\
& \times g_{1}\left(\frac{\widetilde{C}_{34}^{\prime} t-\widetilde{\vartheta}_{4}^{\prime}}{\sqrt{\widetilde{C}^{\prime}}{ }_{33} \psi_{4}^{\prime}-\widetilde{C}_{34}^{\prime 2}}\right), \tag{A5c}
\end{align*}
$$

where we conveniently define

$$
\begin{gathered}
\Psi_{i j}=\psi_{i} \psi_{j}-\widetilde{C}_{i j}^{2}, \\
\Theta_{i j}=\frac{\widetilde{C}_{i j} \widetilde{\vartheta}_{i}-\psi_{i} \widetilde{\vartheta}_{j}}{\sqrt{\psi_{i} \Psi_{i j}}}, \\
\Gamma_{1 i}=\frac{\psi_{1} \widetilde{C}_{2 i}-\widetilde{C}_{12} \widetilde{C}_{1 i}}{\Psi_{12}}, \\
\Gamma_{2 i}=\frac{\psi_{2} \widetilde{C}_{1 i}-\widetilde{C}_{12} \widetilde{C}_{2 i}}{\Psi_{12}},
\end{gathered}
$$

and the primed variables

$$
\begin{aligned}
\widetilde{C}_{i j}^{\prime} & =\widetilde{C}_{i j}-\left(\widetilde{C}_{1 i} \Gamma_{2 j}+\widetilde{C}_{2 i} \Gamma_{1 j}\right), \\
\widetilde{\vartheta}_{i}^{\prime} & =\widetilde{\vartheta}_{i}-\left(\widetilde{\vartheta}_{1} \Gamma_{2 i}+\widetilde{\vartheta}_{2} \Gamma_{1 i}\right),
\end{aligned}
$$

with the obvious extensions, e.g., $\psi_{i}^{\prime}=1+\widetilde{C}_{i i}^{\prime}$. Again, one infers the elements of the reduced covariance matrix using the unit labeling convention and the appropriate dimensionality reduction.

As mentioned above the gain $\nu$ rescales all order parameters and the biases explicitly and furthermore leads to an implicit rescaling of both learning rates by $\nu^{2}$ in the differential equations (A4). The learning rates are further rescaled by the linear output gain by $\gamma^{2}$. The total rescaling of any bias and the bias learning rate $\eta_{0}$ therefore is

$$
\begin{equation*}
\widetilde{\vartheta}=\nu \vartheta, \quad \text { and } \quad \tilde{\eta}_{\theta}=\frac{\nu^{2} \gamma^{2}}{(K)} \eta_{\theta} \tag{A6a}
\end{equation*}
$$

For the weight order parameters and their learning rate $\eta_{w}$, the input variance $\sigma^{2}$ can also be absorbed to give

$$
\begin{equation*}
\widetilde{C}=\nu^{2} \sigma^{2} C \quad \text { and } \quad \widetilde{\eta}_{w}=\frac{\nu^{2} \gamma^{2} \sigma^{2}}{(K)} \eta_{w} \tag{A6b}
\end{equation*}
$$

In the remainder of the paper we will therefore set $\nu=\gamma=\sigma=1$ without loss of generality.

## APPENDIX B: THE REDUCED EQUATIONS CONVERGENCE DYNAMICS

For a realizable isotropic teacher scenario characterized by $K=M, T_{n m}=T \delta_{n m}$, and degenerate biases $\varrho_{n}=\varrho$, the number of free parameters can be reduced with the ansatz (13), to just five variables $R, S, Q, C$, and $\theta$, which gives an accurate description for the dynamics when the student biases were not initialized too unsymmetrically.

In the convergence phase one can expand the differential equations (A4) in a Taylor series to first order around the zero generalization error fixed point, $Q^{*}=R^{*}=T$, $C^{*}=S^{*}=0$, and $\theta^{*}=\varrho$,

$$
\frac{d p_{i}}{d \alpha}=\sum_{j=1}^{4} m_{i j} p_{j}
$$

where $p_{i}=P_{i}-P_{i}^{*}$ and $P_{i}$ are generic order parameters (we use the ordering $P_{1}=R, P_{2}=Q, P_{3}=S, P_{4}=C$, and $P_{5}=\theta$ following the convention of earlier work [2]), and the eigenvalues and eigenvectors of the Jacobian matrix $\mathbf{M}$ of first derivatives determine the solution of the linearized differential equation.

The elements of the Jacobian matrix are explicitly given by

$$
\begin{align*}
m_{11}=- & \frac{2}{\pi} \frac{\eta_{w}}{K} \frac{\exp \left[-\varrho^{2} /(1+2 T)\right]}{(1+2 T)^{3 / 2}}\left[(1+3 T)-\frac{2 T \varrho^{2}}{1+2 T}\right],  \tag{B1a}\\
m_{12}= & \frac{1}{\pi} \frac{\eta_{w}}{K}\left\{3 \frac{\left[(1+2 T)-2 \varrho^{2}\right] T}{(1+2 T)^{5 / 2}} \exp \left(-\frac{\varrho^{2}}{1+2 T}\right)\right. \\
& \left.-(K-1) \frac{T \varrho^{2}}{(1+T)^{3}} \exp \left(-\frac{\varrho^{2}}{1+T}\right)\right\}, \\
m_{13}= & \frac{2}{\pi} \frac{\eta_{w}}{K} \frac{K-1}{(1+T)^{2}} e^{-\varrho^{2} /(1+T)}\left[(1+2 T)-\frac{T \varrho^{2}}{1+T}\right], \\
m_{14}= & -\frac{2}{\pi} \frac{\eta_{w}}{K}(K-1) e^{-\varrho^{2} /(1+T)} \frac{\left[(1+T)-\varrho^{2}\right] T}{(1+T)^{3}}, \\
m_{15}= & \frac{2}{\pi} \frac{\eta_{w}}{K} \varrho T\left[2 \frac{e^{-\varrho^{2} /(1+2 T)}}{(1+2 T)^{3 / 2}}+\frac{K-1}{(1+T)^{2}} e^{-\varrho^{2} /(1+T)}\right], \tag{B1e}
\end{align*}
$$

$$
m_{21}=\frac{4}{\pi} \frac{\eta_{w}}{K}\left\{e^{-\varrho^{2} /(1+2 T)} \frac{(1+T)(1+2 T)+2 T \varrho^{2}}{(1+2 T)^{5 / 2}}\right.
$$

$$
-\frac{2}{\pi} \frac{\eta_{w}}{K}\left[\frac{1}{\sqrt{1+4 T}} e^{-2 \varrho^{2} /(1+4 T)}\right.
$$

$$
\begin{equation*}
\left.\left.+\frac{K-1}{1+2 T} e^{-2 \varrho^{2} /(1+2 T)}\right]\right\} \tag{B1f}
\end{equation*}
$$

$$
m_{23}=-\frac{4}{\pi} \frac{\eta_{w}}{K}(K-1) \exp \left(-\frac{\varrho^{2}}{1+T}\right)\left[\frac{(1+T)+T \varrho^{2}}{(1+T)^{3}}-m_{23}^{\prime}\right]
$$

(B1g)

$$
\begin{align*}
m_{23}^{\prime}= & \frac{2}{\pi} \frac{\eta_{w}}{K}\left[\frac{2}{\sqrt{(1+T)(1+3 T)}} e^{-\varrho^{2} /[1+T)(1+3 T]}\right. \\
& \left.+\frac{(K-2)}{(1+T) \sqrt{1+2 T}} e^{-\varrho^{2} /(1+2 T)}\right]  \tag{B1h}\\
& m_{31}=\frac{2}{\pi} \frac{\eta_{w}}{K} \frac{1}{1+T} \exp \left(-\frac{\varrho^{2}}{1+T}\right)  \tag{B1i}\\
m_{32}= & -\frac{1}{\pi} \frac{\eta_{w}}{K} \frac{(1+T)-\varrho^{2}}{(1+T)^{3}} T \exp \left(-\frac{\varrho^{2}}{1+T}\right) \tag{B1j}
\end{align*}
$$

$$
\begin{align*}
& m_{33}=-\frac{2}{\pi} \frac{\eta_{w}}{K}\left[\frac{(K-2)(1+T)^{2}-T \varrho^{2}}{(1+T)^{3}} \exp \left(-\frac{\varrho^{2}}{1+T}\right)\right. \\
&\left.+\frac{1}{\sqrt{1+2 T}} \exp \left(-\frac{\varrho^{2}}{1+2 T}\right)\right],  \tag{B1k}\\
& m_{34}=-\frac{2}{\pi} \frac{\eta_{w}}{K} \frac{T \varrho^{2}}{(1+T)^{3}} \exp \left(-\frac{\varrho^{2}}{1+T}\right),  \tag{B11}\\
& m_{35}=-\frac{2}{\pi} \frac{\eta_{w}}{K} \frac{T \varrho}{(1+T)^{2}} \exp \left(-\frac{\varrho^{2}}{1+T}\right),  \tag{B1~m}\\
& m_{41}=-\frac{4}{\pi} \frac{\eta_{w}}{K} \exp \left(-\frac{\varrho^{2}}{1+T}\right)\left[\frac{1}{1+T}-m_{23}^{\prime}\right], \quad(\mathrm{B} 1 \mathrm{~B} 1 \mathrm{n}  \tag{B1n}\\
&+\frac{(K-2)(1+T)^{2}+T \varrho^{2}}{\sqrt{1+2 T}} \exp \left(-\frac{\varrho^{2}}{1+T}\right) \\
&-\frac{2}{\pi} \frac{\eta_{w}}{K}\left[\frac{2}{1+2 T} e^{-2 \varrho^{2} /(1+2 T)}+(K-2) e^{-\varrho^{2} /(1+T)}\right. \\
& \times\left(\frac{\varrho^{2}}{1+2 T}\right) \\
&\left.\left.\times\left(\frac{4}{\sqrt{1+2 T}} e^{-\varrho^{2} /(1+2 T)}+\frac{K-3}{1+T} e^{-\varrho^{2} /(1+T)}\right)\right]\right\}, \tag{B1o}
\end{align*}
$$

$$
\begin{gather*}
m_{51}=-\frac{2}{\pi} \frac{\eta_{\theta}}{K} \frac{\varrho}{(1+2 T)^{3 / 2}} \exp \left(-\frac{\varrho^{2}}{1+2 T}\right),  \tag{B1p}\\
m_{52}=-\frac{1}{\pi} \frac{\eta_{\theta}}{K} \varrho\left[\frac{e^{-\varrho^{2} /(1+2 T)}}{(1+2 T)^{3 / 2}}+\frac{K-1}{(1+T)^{2}} e^{-\varrho^{2} /(1+T)}\right] \tag{B1q}
\end{gather*}
$$

$$
\begin{equation*}
m_{53}=\frac{2}{\pi} \frac{\eta_{\theta}}{K}(K-1) \frac{\varrho}{(1+T)^{2}} \exp \left(-\frac{\varrho^{2}}{1+T}\right) \tag{B1r}
\end{equation*}
$$

$$
\begin{equation*}
m_{55}=-\frac{2}{\pi} \frac{\eta_{\theta}}{K}\left[\frac{\exp \left[-\varrho^{2} /(1+2 T)\right]}{\sqrt{1+2 T}}+\frac{K-1}{1+T} e^{-\varrho^{2} /(1+T)}\right] \tag{B1s}
\end{equation*}
$$

The remaining elements can be deduced by the matrix relations

$$
\begin{align*}
m_{11}-\frac{1}{2} m_{21} & =m_{22}-2 m_{12}  \tag{B2}\\
m_{33}-\frac{1}{2} m_{43} & =m_{44}-2 m_{34} \\
m_{13}-\frac{1}{2} m_{23} & =m_{24}-2 m_{14} \\
m_{31}-\frac{1}{2} m_{41} & =m_{42}-2 m_{32} \\
m_{25} & =2 m_{15}
\end{align*}
$$

$$
\begin{aligned}
& m_{45}=2 m_{45}, \\
& m_{54}=-m_{53} .
\end{aligned}
$$

The characteristic polynomial of such a Jacobian matrix, whose zeroes define the eigenvalues, separates into a quadratic and a cubic equation. The two eigenvalues given by the quadratic equation correspond to those of the $4 \times 4 \mathrm{ma}-$ trix with fixed biases and are given by

$$
\begin{equation*}
\lambda_{1,2}=\frac{1}{2}\left[A_{1}+B_{1} \pm \sqrt{\left(A_{1}-B_{1}\right)^{2}+4 C_{1} D_{1}}\right] \tag{B3a}
\end{equation*}
$$

with

$$
\begin{array}{ll}
A_{1}=m_{11}-\frac{1}{2} m_{21} & B_{1}=m_{44}-2 m_{34},  \tag{B3b}\\
C_{1}=m_{31}-\frac{1}{2} m_{41} & D_{1}=m_{24}-2 m_{14} .
\end{array}
$$

These eigenvalues are nonlinear in the learning rate $\eta_{w}$.
The remaining eigenvalues are given by the solutions to the cubic equation

$$
\begin{equation*}
\lambda^{3}+a_{2} \lambda^{2}+a_{1} \lambda+a_{0}=0, \tag{B4a}
\end{equation*}
$$

with coefficients

$$
\begin{gather*}
a_{2}=-\left(m_{55}+A_{2}+B_{2}\right), \\
a_{1}=m_{55}\left(A_{2}+B_{2}\right)+\left(A_{2} B_{2}-C_{2} D_{2}\right)-E_{2} m_{15}-m_{54} m_{35}, \\
a_{0}=-m_{55}\left(A_{2} B_{2}-C_{2} D_{2}\right)+m_{54}\left(m_{35} A_{2}-m_{15} D_{2}\right) \\
+E_{2}\left(m_{15} B_{2}-m_{35} C_{2}\right), \tag{B4b}
\end{gather*}
$$

where

$$
\begin{gather*}
A_{2}=m_{11}+2 m_{12}, \quad B_{2}=m_{44}+\frac{1}{2} m_{43}, \\
C_{2}=m_{31}+2 m_{32}, \quad D_{2}=m_{24}+\frac{1}{2} m_{23},  \tag{B4c}\\
E_{2}=m_{51}+2 m_{52} .
\end{gather*}
$$

These eigenvalues are negative for all values of $\eta_{w}$ and $\eta_{\theta}$. For $\eta_{w}=\eta_{\theta}=\eta_{0}$, these eigenvalues are also linear in $\eta_{0}$.

This can be confirmed by finding the zeroes of the determinant in the two learning rates $\eta_{w}$ and $\eta_{\theta}$, which correspond to an eigenvalue becoming zero and therefore define critical (maximal) learning rates. For the equations for the determinant roots

$$
\begin{gather*}
A_{1} B_{1}-C_{1} D_{1}=0,  \tag{B5a}\\
a_{2}=0, \tag{B5b}
\end{gather*}
$$

we obtain only one nontrivial, i.e., nonzero, solution for Eq. (B5a) and hence the weight learning rate $\eta_{w}$, coinciding with $\lambda_{1}=0$, and in particular no nontrivial solution for Eq. (B5b) and hence the bias learning rate $\eta_{\theta}$. This and numerical solutions suggest that the optimal bias learning rate is located at infinity.

This can be explicitly shown for the special case $\varrho=0$, where the eigenvalue spectrum separates further. A closer inspection of the matrix elements reveals that all $m_{5 i}$ and $m_{i 5}$ for $i \neq 5$ become zero and the eigenvalues take the form

$$
\begin{equation*}
\lambda_{3,4}=\frac{1}{2}\left[A_{2}+B_{2} \pm \sqrt{\left(A_{2}-B_{2}\right)^{2}+4 C_{2} D_{2}}\right], \tag{B6a}
\end{equation*}
$$

$$
\begin{equation*}
\lambda_{5}=m_{55}, \tag{B6b}
\end{equation*}
$$

recovering the convergence dynamics of the weight order parameters in the isotropic case with fixed biases studied previously [18], but for an extra eigenvalue describing the decay of the student biases to their optimal value. Since only this eigenvalue depends (linearly) on $\eta_{\theta}$, the optimal bias learning rate is at infinity.

To make progress in the general case of nonzero teacher bias, we restrict our study to two possible parametrizations $\eta_{0}=\eta_{\theta}=\eta_{w}$ and a finite weight learning rate $\eta_{w}$ with $\eta_{\theta}$ $\rightarrow \infty$. In the following, we use the convention that the (weight) learning rate will be denoted by $\eta$ for the generic case or when a result is valid for both parametrizations.

For large $\eta_{\theta}$, we expand the characteristic polynomial (B4a) asymptotically with the two ansätze $\lambda=O\left(\eta_{\theta}\right)$ and $\lambda=O(1)$. One finds that the characteristic polynomial separates as expected into

$$
\begin{align*}
\lambda_{3,4}= & \frac{1}{2}\left(A_{2}+B_{2}\right)-\frac{E_{2} m_{15}+m_{54} m_{35}}{2 m_{55}} \\
& \pm \frac{1}{2}\left[\left(A_{2}-B_{2}\right)^{2}+4 C_{2} D_{2}+\left(\frac{E_{2} m_{15}+m_{54} m_{35}}{m_{55}}\right)^{2}\right. \\
& -2 \frac{\left(A_{2}-B_{2}\right)\left(E_{2} m_{15}-m_{54} m_{35}\right)}{m_{55}} \\
& \left.-4 \frac{E_{2} m_{35} C_{2}+m_{54} m_{15} D_{2}}{m_{55}}\right]^{1 / 2}, \tag{B7a}
\end{align*}
$$

which is similar to the zero bias case, but with corrections to the eigenvalues $\lambda_{3,4}$ due to the finite biases. However, these eigenvalues become independent of the value of $\eta_{\theta}$.

In order to study the optimal value of the learning rate $\eta$, which gives the fastest decay to zero generalization error, one has to assess which mode, i.e., eigenvalue and associated eigenvector, contributes to its decay. We therefore expand the generalization error (A2) to second order in $\{q, r, s, c, \vartheta\}$ :

$$
\begin{align*}
\epsilon_{g}= & \frac{e^{-\varrho^{2} /(1+2 T)}}{\pi \sqrt{1+2 T}}\left[(2 r-q)-\frac{1}{4}(2 r-q)^{2} \frac{T(1+2 T)+\varrho^{2}}{(1+2 T)^{2}}\right. \\
& \left.+q(r-q) \frac{(1+2 T)-2 \varrho^{2}}{(1+2 T)^{2}}+\vartheta \varrho \frac{2 r-3 q}{1+2 T}+\vartheta^{2}\right] \\
& -\frac{K-1}{\pi(1+T)} e^{-\varrho^{2} /(1+T)}\left[(2 s-c)+q(s-c) \frac{(1+T)-\varrho^{2}}{(1+T)^{2}}\right. \\
& +\frac{1}{4}\left(4 s^{2}-2 c^{2}-q^{2}\right) \frac{\varrho^{2}}{(1+T)^{2}} \\
& \left.+\vartheta(2 s-2 c+q) \frac{\varrho}{1+T}-\vartheta^{2}\right] . \tag{B8}
\end{align*}
$$

Unfortunately, we were unable to find analytical solutions to the eigenvectors. Numerical solutions, however, show that the eigenvectors associated with the eigenvalues $\lambda_{3,4,5}$ are orthogonal to the first-order terms in the generalization error and thus cannot contribute to their decay. These modes are therefore only relevant for second-order terms in the generalization error with a decay rate of $2 \lambda_{3,4,5}$. As discussed in Sec. V, the fastest convergence is given by Eq. (14). This is usually achieved either for $\eta_{r}^{\text {opt }}$, where $2 \lambda_{3}=\lambda_{1}$, or for $\eta_{m}^{\text {opt }}$, which is defined by the minimum of $\lambda_{1}$.

It is in general unfeasible to optimize the eigenvalues with respect to the learning parameter $\eta\left(\eta_{w}\right.$ or $\left.\eta_{0}\right)$ analytically for arbitrary $K, T$, and $\varrho$. However, one can make some progress in certain limits of $K, T$, and $\varrho$, which we will investigate below.

## 1. Large- $K$ limit

The dominant terms for a large number of hidden units for all relevant quantities can be extracted by an asymptotic series expansion under the self-consistent ansatz $\eta_{w}=O(1)$. For the two relevant eigenvalues one makes the ansatz $\lambda_{i}=O\left(K^{-1}\right)$ and finds to leading order

$$
\lambda_{1}=-\frac{4}{\pi} \frac{\eta_{w} \mathcal{E}_{1}}{K} \frac{(1+T)-\sqrt{1+2 T} \mathcal{E}_{2}}{1+2 T} \frac{\pi \sqrt{1+2 T}-\eta_{w} \mathcal{E}_{1}}{\pi(1+T)-\eta_{w} \mathcal{E}_{1} \mathcal{E}_{2}}
$$

$$
\begin{align*}
\lambda_{3}= & -\frac{2}{\pi} \frac{1}{K} \frac{\eta_{w} \eta_{\theta} \mathcal{E}_{1}}{\eta_{\theta}(1+T)^{2}+\eta_{w} T \varrho^{2}}\left[\frac{(1+T)^{2}}{(1+2 T)^{3 / 2}}+\frac{T \varrho^{2}}{(1+2 T)^{5 / 2}}\right. \\
& \left.-\frac{\mathcal{E}_{2}}{1+T}\right], \tag{B9b}
\end{align*}
$$

with the auxiliary variables

$$
\begin{gather*}
\mathcal{E}_{1}=\exp \left(-\frac{\varrho^{2}}{1+2 T}\right),  \tag{B9c}\\
\mathcal{E}_{2}=\exp \left(-\frac{T \varrho^{2}}{(1+T)(1+2 T)}\right) \tag{B9d}
\end{gather*}
$$

These define two critical learning rates

$$
\begin{gather*}
\eta_{w}^{\max }=\pi \frac{\sqrt{1+2 T}}{\mathcal{E}_{1}}  \tag{B10a}\\
\eta_{w}^{\mathrm{crit}}=\pi \frac{1+T}{\mathcal{E}_{1} \mathcal{E}_{2}}>\eta_{w}^{\max } \tag{B10b}
\end{gather*}
$$

where $\lambda_{1}$ is identical to zero $\left(\eta_{w}^{\max }\right)$ [corresponding to the maximal learning rate that can also be obtained by solving Eq. (B5a)] and diverges ( $\eta_{w}^{\text {crit }}$ ), respectively. Inspecting Eqs. (B9) and (B10) suggests that the natural rescaling for the learning rates for nonzero teacher bias in this limit is

$$
\begin{equation*}
\hat{\eta}_{w}=\eta_{w} \mathcal{E}_{1} \quad \text { and } \quad \hat{\eta}_{\theta}=\eta_{\theta} \mathcal{E}_{1} . \tag{B11}
\end{equation*}
$$

We further mention in passing that Eq. (B9a) is only a valid expansion of $\lambda_{1}$ for $\eta_{w}<\eta_{w}^{\text {crit }}$, beyond which the ansatz $\lambda_{1}=O\left(K^{-1}\right)$ breaks down, a fact that becomes important when optimizing the dynamics with respect to the learning rate.

For both parametrizations $\left(\eta_{0}=\eta_{w}=\eta_{\theta}\right.$ and $\eta_{w}$ with $\eta_{\theta}=\eta_{\theta}^{\mathrm{opt}} \rightarrow \infty$ ) this optimization is performed by calculating both $\eta_{r}^{\text {opt }}$ and $\eta_{m}^{\text {opt }}$, i.e., solving $2 \lambda_{3}=\lambda_{1}$ and $d \lambda_{1} / d \eta=0$, respectively. Since $\lambda_{1}$ is only a function of $\eta_{w}, \eta_{m}^{\text {opt }}$ is identical for both parametrizations, whereas $\eta_{r}^{\text {opt }}$ is in general different. The candidates for the optimal learning rate take the form

$$
\begin{gather*}
\eta_{0, r}^{\mathrm{opt}}=\pi(1+T) T \mathcal{E}_{1}^{-1}\left\{2(1+T)^{2}\left[(1+T)(1+2 T)+2 T \varrho^{2}\right]-(1+2 T)^{5 / 2}\left(2+T+\varrho^{2}\right) \mathcal{E}_{2}\right\}\left\{(1+2 T)^{3 / 2}(1+T)^{2}\right. \\
\left.\times\left[(1+T)^{2}+T \varrho^{2}\right]-2(1+T)\left[2(1+2 T)(1+T)^{3}+T\left(1+2 T+2 T^{2}\right) \varrho^{2}\right] \mathcal{E}_{2}+(1+2 T)^{5 / 2} \mathcal{E}_{2}^{2}\right\}^{-1},  \tag{B12a}\\
\eta_{w, r}^{\mathrm{opt}}=\frac{\pi(1+T) T}{\mathcal{E}_{1}} \frac{(1+T)\left[2(1+T)^{2}(1+2 T)-\varrho^{2}\right]-(1+2 T)^{5 / 2}(2+T) \mathcal{E}_{2}}{(1+2 T)^{3 / 2}(1+T)^{4}-(1+T)\left[2(1+2 T)(1+T)^{3}+T \varrho^{2}\right] \mathcal{E}_{2}+(1+2 T)^{5 / 2} \mathcal{E}_{2}^{2}},  \tag{B12b}\\
\eta_{m}^{\mathrm{opt}}=\eta_{\mathrm{crit}}-\pi \frac{\sqrt{1+T}}{\mathcal{E}_{1} \mathcal{E}_{2}}\left[(1+T)-\sqrt{1+2 T} \mathcal{E}_{2}\right]^{1 / 2} \tag{B12c}
\end{gather*}
$$

To decide on the correct optimal learning rate $\eta^{\text {opt }}$, one has to evaluate whether $\eta_{r, m}^{\mathrm{opt}}<\eta_{\text {crit }}$ since the solution is otherwise spurious due to the breakdown of the ansatz for $\lambda_{1}$ above $\eta_{\text {crit }}$. For the remaining valid candidates the optimal convergence rate is calculated. In general, one finds for given $T$ and $\varrho$ that $\eta^{\mathrm{opt}}=\eta_{r}^{\mathrm{opt}}$ for $T>T^{\mathrm{crit}}(\varrho)$ and $\eta^{\mathrm{opt}}=\eta_{m}^{\mathrm{opt}}$ for $T<T^{\text {crit }}(\varrho)$, where $T^{\text {crit }}(\varrho)$ is defined by $\eta_{r}^{\text {opt }}=\eta_{m}^{\text {opt }}$.

To make further progress in the $K \rightarrow \infty$ limit, one can look at several limits for $T$ and $\varrho$. For the limits $T \rightarrow \infty$ and $T$ $\rightarrow 0$, one has to consider scaling ansätze for the biases with $T$ that ensure that the biases remain meaningful. As discussed in Sec. II and subsequently Sec. V C, one can adopt two possible interpretations of the influence of the biases that are identical to leading orders for $T \rightarrow \infty$ but qualitatively different for $T \rightarrow 0$. The effective bias $(\varrho=\hat{\varrho} \sqrt{1+T})$ keeps the mean hidden unit output constant for all $T$. The abscissa ( $\varrho=\check{\varrho} \sqrt{T}$ ) keeps the distance of the decision hyperplane (or root) constant.

There are some further subtleties when studying various limits. The results for first taking the $K \rightarrow \infty$ limit and then the large- $T$ limit turn out to be equivalent, to leading order in $K$ and $T$, to results where both $T$ and $K$ go to their limits simultaneously, i.e., taking the limit $K \rightarrow \infty$ with $T=T_{\infty} K$, where $T_{\infty}$ controls the significance between $T$ and $K$. However, there is a significant difference from the case where the $T \rightarrow \infty$ limit is taken first, which will also be studied below. For small $T$ on the other hand, the limits $K \rightarrow \infty$ and $T \rightarrow 0$ are interchangeable to third order. Below, we therefore only use those expansions that give us the more general solutions.

## 2. Small-T limit

In this limit, the slowest mode is associated with $\lambda_{1}$ and the optimal learning rate is determined by $\eta_{m}^{\mathrm{opt}}$, which is identical for both learning rate parametrizations and the leading terms of the interesting quantities are

$$
\begin{align*}
\eta_{\max }= & \pi e^{\hat{\varrho}^{2}}\left[1+\left(1-\frac{K+4}{K} \hat{\varrho}^{2}\right) T\right],  \tag{B13a}\\
\eta^{\mathrm{opt}}= & \eta_{\max }-\pi e^{\hat{\varrho}^{2}}\left[\sqrt{\frac{(K-1) \hat{\varrho}^{2}}{K}} \sqrt{T}-\frac{K-2}{K} \hat{\varrho}^{2} T\right],  \tag{B13b}\\
\lambda^{\mathrm{opt}}= & -4 \frac{T}{K}\left\{\hat{\varrho}^{2}-2 \sqrt{\frac{K-1}{K}} \hat{\varrho}^{2} \sqrt{T}\right. \\
& \left.+\frac{1}{2}\left[1-4 \hat{\varrho}^{2}+5 \frac{K-4}{K} \hat{\varrho}^{4}\right] T\right\} . \tag{B13c}
\end{align*}
$$

The result for the model without biases can be recovered to leading order by simply setting $\hat{\varrho}=0$. This shows that learning speed is improved by a factor of $T$ for nonzero (finite) bias since the two leading terms of $\lambda^{\text {opt }}$ vanish for $\hat{\varrho}=0$. In this limit, the effective bias $\hat{\varrho}$ dominates the dynamics. It is obvious that this expansion suffers from two drawbacks. First, the limit of zero bias cannot be taken adequately for higher orders (this is especially obvious for higher-order terms in $\eta^{\text {opt }}$, which have not been included here for brevity,
where $\hat{\varrho}$ appears in the denominator). Second, the expansion predicts an unabated increase of the optimal convergence rate $\lambda^{\text {opt }}$ with $\hat{\varrho}$, which is not the case for any finite $T$, where $\lambda^{\text {opt }}$ levels off and eventually decays exponentionally. This is due to the implicit assumption in the $T \rightarrow 0$ expansion that $\hat{\varrho}^{2} \ll-\ln T$, i.e., the small $T$ terms always dominate the solution over exponentional terms in $\hat{\varrho}$. Below, we will address the first of the inadequacies, by analyzing the $T \rightarrow 0$ limit, with the scaling $\check{\varrho}=\varrho / \sqrt{T}$, i.e., $\varrho$ vanishes with $T$.

## 3. Small-T limit and $\check{\varrho}$

As in the small- $T$ limit with $\varrho$ finite, the slowest mode is associated with $\lambda_{1}$ and both parametrizations are identical. In particular, one finds

$$
\begin{align*}
& \eta_{\max }=\pi\left[1+\left(1+\check{\varrho}^{2}\right) T+\frac{\check{\varrho}^{4}}{2} T^{2}-\frac{K+4}{2 K}\left(1+2 \check{\varrho}^{2}\right) T^{2}\right],  \tag{B14a}\\
& \eta^{\mathrm{opt}}=\eta_{\max }-\pi \sqrt{\frac{K-1}{2 K}} \sqrt{1+2 \check{\varrho}^{2}} T, \quad(\mathrm{~B} 14  \tag{B14b}\\
& \lambda^{\mathrm{opt}}=-2 \frac{T^{2}}{K}\left\{\left(1+2 \check{\varrho}^{2}\right)\right. \\
&\left.-2\left[\left(1+3 \check{\varrho}^{2}\right)+\sqrt{\frac{K-1}{2 K}}\left(1+2 \check{\varrho}^{2}\right)^{3 / 2}\right] T\right\} . \tag{B14c}
\end{align*}
$$

In this case, the results for the model without biases are recovered for all orders for $\check{\varrho}=0$. One can still see that the learning is improved for nonzero biases, but for this scaling only by a factor of $1+2 \check{\varrho}^{2}$ and not by $O(T)$. This expansion holds only for $\check{\varrho}^{2} \ll T$ due to the algebraic expansion of all exponentional terms.

## 4. Large- $T$ and $-K$ limit ( $T=T_{\infty} K$ )

For large $T$, the two scaling ansätze for $\varrho$ are equivalent and the eigenvalue $\lambda_{3}$ has the smallest order. The optimal solution is therefore given by the solution of $\eta_{r}^{\text {opt }}$ and the leading terms of the relevant quantities become

$$
\begin{align*}
& \eta_{\max }= \pi \sqrt{2} \sqrt{T} e^{\hat{\varrho}^{2} / 2}\left[1-\frac{\sqrt{T}}{K} e^{\hat{\varrho}^{2} / 2}\right. \\
&\left.+\frac{1+4 T_{\infty}+4 T_{\infty}^{2} e^{\hat{\varrho}^{2}}-\hat{\varrho}^{2}}{4 T}\right]  \tag{B15a}\\
& \eta_{0}^{\mathrm{opt}}= \eta_{\max }-\frac{\pi \sqrt{2}}{2 \sqrt{T}\left(1+\hat{\varrho}^{2}\right)} e^{\hat{\varrho}^{2} / 2}  \tag{B15b}\\
& \eta_{w}^{\mathrm{opt}}=\eta_{\max }-\frac{\pi \sqrt{2}}{2 \sqrt{T}} e^{\hat{\varrho}^{2} / 2} \tag{B15c}
\end{align*}
$$

$$
\begin{align*}
\lambda_{0}^{\mathrm{opt}}= & -\frac{2}{K T\left(1+\hat{\varrho}^{2}\right)}\left[1-\frac{\sqrt{T} e^{\hat{\varrho}^{2} / 2}}{K}+\frac{T_{\infty}^{2} e^{\hat{\varrho}^{2}}+T_{\infty}}{T}\right. \\
& \left.+\frac{\hat{\varrho}^{4}+4 \hat{\varrho}^{2}-2}{2 T\left(1+\hat{\varrho}^{2}\right)}\right],  \tag{B15d}\\
\lambda_{w}^{\mathrm{opt}}=- & \frac{2}{K T}\left[1-\frac{\sqrt{T} e^{\hat{\varrho}^{2} / 2}}{K}+\frac{2 T_{\infty}^{2} e^{\hat{\varrho}^{2}}+2 T_{\infty}+\hat{\varrho}^{2}-2}{2 T}\right] . \tag{B15e}
\end{align*}
$$

The comparison for zero biases ( $\hat{\varrho}=0)$ reveals that in this limit, the existence of biases slows down the training process to leading order only in the case where $\eta_{\theta}=\eta_{w}$. Furthermore, this decrease is surprisingly only algebraic in $\hat{\varrho}$. This can be explained by the exponential growth of the optimal learning rates matching the gradient decrease due to the saturation of the error function for large $\hat{\varrho}$. Again, this solution is only a good approximation for finite $K$ and $T$ as long as $\hat{\varrho}^{2} \ll \ln K$ and $\hat{\varrho}^{2} \ll \ln T$.

## 5. Large-T limit

Unlike for small $T$, the learning behavior changes qualitatively in the $T \rightarrow \infty$ limit for finite $K$, as indicated by numerical solutions. Again $\lambda_{3}$ controls the convergence and one finds to leading order

$$
\begin{gather*}
\eta_{\max }=\pi \sqrt{2} K\left[1-\frac{K-1}{\sqrt{T}} e^{-\hat{\varrho}^{2} / 2}\right],  \tag{B16a}\\
\eta_{0}^{\mathrm{opt}}=\eta_{\max }-\frac{\pi \sqrt{2} K}{2\left(1+\hat{\varrho}^{2}\right) T},  \tag{B16b}\\
\lambda_{0}^{\mathrm{opt}}=-\frac{2 \exp \left(-\hat{\varrho}^{2} / 2\right)}{\left(1+\hat{\varrho}^{2}\right) T^{3 / 2}}\left[1-\frac{K-1}{\sqrt{T}} e^{-\hat{\varrho}^{2} / 2}\right],  \tag{B16c}\\
\eta_{w}^{\mathrm{opt}}=\eta_{\max }-\frac{\pi \sqrt{2} K}{2 T},  \tag{B16d}\\
\lambda_{w}^{\mathrm{opt}}=-\frac{2}{T^{3 / 2}} e^{-\hat{\varrho}^{2} / 2}\left[1-\frac{K-1}{\sqrt{T}} e^{-\hat{\varrho}^{2} / 2}\right] \tag{B16e}
\end{gather*}
$$

In this case, the optimal learning rate is independent of $\hat{\varrho}$ to leading order in $T$. The exponentionally decreasing gradient therefore directly affects the optimal convergence rate.
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